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Modelling and observation  
of ultra-high energy cosmic rays

Jan Ebr
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Overview

•  (Ultra-high energy) cosmic rays 

•  Extensive air showers

•  Pierre Auger Observatory (and other data)

•  Theory: modified simulations to explain muon excess

 - soft-particle addition model

 - dark photons in electromagnetic cascades

•  Experiment: atmospheric monitoring using stellar photometry

 - FRAM telescope at Pierre Auger Observatory

 - Shoot-the-Shower program for anomalous profiles

 - precision aerosol measurements

 - future applications at the Cherenkov Telescope Array
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Extensive air showers 
(EAS)

Air Showers

E0

X0

2X0

3X0

4X0

0

depth

indirect measurement of E and A

� requires detailed simulation of cascades
(CORSIKA, Aires...)

Heitler model
electromagnetic cascades:

� radiation length X0

� 2n particles after n · X0

� shower stops if Ei < Eγ

crit

→ Nmax = E0/Eγ

crit, Xmax = X0 ln(E0/Eγ

crit)

hadronic showers: (Matthews 2005)

� superposition E0 → E0/A

� multiplicity f±N × π±, (1 − f±)N × π0

(f± ≈ 2/3)

� shower stops when π± decay (Eπ

crit)

Air Showers

E0

X0

2X0

3X0

4X0

0

depth

indirect measurement of E and A

� requires detailed simulation of cascades
(CORSIKA, Aires...)

Heitler model
electromagnetic cascades:

� radiation length X0

� 2n particles after n · X0

� shower stops if Ei < Eγ

crit

→ Nmax = E0/Eγ

crit, Xmax = X0 ln(E0/Eγ

crit)

hadronic showers: (Matthews 2005)

� superposition E0 → E0/A

� multiplicity f±N × π±, (1 − f±)N × π0

(f± ≈ 2/3)

� shower stops when π± decay (Eπ

crit)

M
. U

ng
er

Details depend on:
� hadronic and el.mag. particle production, 
� cross-sections, decays, transport, ....
� � at energies from � 106 ... >1020 eV
� � (far above man-made accelerators)
� Earth magnetic field, ....
� the ever-changing atmosphere ....

Complex interplay with many correlations

�������� : near shower axis
µ������� :  more widely spread

�� � : � from �0� µ   decays � 10 MeV
µ : � � from �±�������decays  �� 1 GeV

���� � �µ �  10 - 100   varying with 
� � � core distance, energy, mass, �, ...
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Schematic Shower Development
energy, particle type, direction ???

J. K
napp
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The Pierre Auger Observatory

•  Surface detector: 1600 water Cherenkov 
detectors accross 3000 km2

- particles arriving at ground level
- 100 % duty cycle
- well-known aperture
- 1500 m spacing → E > 1018.5 eV
- AMIGA: 750 m spacing → E > 1017.5 eV

•  Fluorescence detector: 24+3 
telescopes of 28°×30° FOV

- UV light from excited N2

- 13% duty cycle
- good energy resolution

•  Auxiliary devices
- atmospheric monitoring
- detector callibration
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Surface detector



7/42

Fluorescence detector
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Fluorescence detector

•  Calorimetric energy measurement 
(minus “invisible energy”)

•  Calibrate energy estimators of SD

•  Systematic uncertainty on the energy 
scale: 14% 

•  Energy resolution: 7–8 % 
(FD), 17–12 % (SD)

R. Šmída
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Auger muon excess

center-of-mass reference frame of the UHECR and air
nucleon, far above the LHC energy scale.
Figure 2 shows the ratio of Sð1000Þ, the ground signal

size at 1000 m from the shower core [2], for the events in
our sample relative to that predicted for simulated events
with matching zenith angle, depth-of-shower-maximum
(Xmax) and calorimetric FD energy, for QGSJet-II-04 [3]
and EPOS-LHC [5]. For each HEG, the analysis is done
using the composition mix which reproduces the observed
Xmax distribution [8,9]; we also show the result for pure
protons for comparison. The discrepancy between a mea-
sured and simulated Sð1000Þ evident in Fig. 2 is striking, at
all angles and for both HEGs, and for both the mixed
composition and pure proton cases.
The zenith angle dependence of the discrepancy is the

key to allowing RE and Rhad to be separated. As seen in
Fig. 3, the ground signal from the hadronic component is
roughly independent of zenith angle, whereas that of the
EM component falls with secðθÞ, so that to reproduce the
rise seen in Fig. 2, the hadronic component must be

increased with little or no modification of the EM compo-
nent. This will be quantified below.
The analysis relies on there being no significant zenith-

angle-dependent bias in the determination of the SD and
FD signals. The accuracy of the detector simulations as a
function of zenith angle in the 0°–60° range of the study
here, and hence the absence of a zenith-angle-dependent
bias in the SD reconstruction, has been extensively vali-
dated with muon test data [16]. The absence of zenith-angle
dependence in the normalization of the FD signal follows
from the zenith-angle independence of EFD=ESD of indi-
vidual hybrid events.
Production of simulated events.—The first step of the

analysis is to generate a set of Monte Carlo (MC) events, to
find simulated events matching the LPs of the data events.
The MC air-shower simulations are performed using the
SENECA simulation code [17], with FLUKA [19] as the low-
energy HEG. Simulation of the surface detector response is
performed with GEANT4 [20] within the software frame-
work Offline [21] of the Auger Observatory. We produce
showers matching each data event, with both HEGs and for
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FIG. 1. Top: The measured longitudinal profile of an illustrative
air shower with its matching simulated showers, using QGSJet-II-
04 for proton (red solid) and iron (blue dashed) primaries.
Bottom: The observed and simulated ground signals for the
same event (p: red squares, dashed-line, Fe: blue triangles, dot-
dash line) in units of vertical equivalent muons; curves are the
lateral distribution function (LDF) fit to the signal.

FIG. 2. The average ratio of Sð1000Þ for observed and
simulated events as a function of zenith angle, for mixed or
pure proton compositions.
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FIG. 3. The contributions of different components to the
average signal as a function of zenith angle, for stations at
1 km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJet-II-04.
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all four primary cosmic-ray types (proton, helium, nitrogen,
and iron nuclei), as follows:
Repeatedly generate showers with the measured geom-

etry and calorimetric energy of the given data event,
reconstructing the LP and determining the Xmax value until
12 showers having the same Xmax value as the real event
(within the reconstruction uncertainty) have been produced,
or stopping after 600 tries. For data events whose Xmax
cannot be matched with all primary types, the analysis is
done using only those primaries that give 12 events at this
stage, in 600 tries [22].
Repeat the simulation of these 12 showers at very high

resolution, and select the 3 which best reproduce the
observed longitudinal profile based on the χ2 fit. For each
of the 3 selected showers, do a full surface detector
simulation and generate SD signals for comparison with
the data. From these detailed simulations of 3 showers that
match the full LP of the data event, determine the hadronic
component of the simulated ground signal and the shower-
to-shower variance.
The choices of 12 and 3 showers in the two stages above

assure, respectively, that (i) the LPs of the final simulated
data set fit the real data with a χ2 distribution that is
comparable to that found in a Gaisser-Hillas fit to the data
itself, and (ii) that the variance within the simulated events
for a given shower is smaller than the shower-to-shower
fluctuations in real events. More than 107 showers must be
simulated to create the analysis library of well-fitting
simulated showers for the 411 hybrid events of the data
set. A high-quality fit to the LP is found for all events, for at
least one primary type.
Quantifying the discrepancy.—The history of all muons

and EM particles (e� and γ’s) reaching the ground is
tracked during simulation, following the description in
Ref. [23]. Most muons come from π� or K decay and most
EM particles from π0 decay. The portion of EM particles
that are produced by muons through decay or radiative
processes, and by low-energy π0’s, are attributed to the
hadronic signal, Shad; muons that are produced through
photoproduction are attributed to the electromagnetic
signal, SEM. The relative importance of the different
components varies with zenith angle, as illustrated in
Fig. 3. Once SEM and Shad are known for a given shower
i, with assumed primary mass j, the rescaled simulated
Sð1000Þ can be written as

SrescðRE; RhadÞi;j ≡ RESEM;i;j þ RhadRα
EShad;i;j: ð1Þ

The linear scaling of the EM contribution with RE is
obvious, as is the factor Rhad for the hadronic contribution.
The factor Rα

E reflects the fact that the hadronic signal
increases slower than linearly with energy, since higher
energy events require more stages in the shower cascade
before the pions have low enough energy to decay to muons
rather than re-interact, and at each stage, energy is removed

from the hadronic cascade. The value of α is a prediction of
the HEG and depends also on mass; in practice, both EPOS
and QGSJet-II simulations find α ≈ 0.9, relatively inde-
pendently of composition [24]. We investigated the sensi-
tivity of our conclusions to the possibility that α predicted
by the models is incorrect, and find its potential effect is
small enough to be ignored for the present analysis [25].
The best fit values of RE and Rhad are determined by

maximizing the likelihood function
Q

iPi, where the index
i runs over each event in the data set and the contribution of
the ith event is

Pi¼
X
j

pjðXmax;iÞffiffiffiffiffiffiffiffiffiffiffiffi
2πσ2i;j

q exp

�−(SrescðRE;RhadÞi;j−Sð1000Þi)2
2σ2i;j

�
:

ð2Þ

The index j labels the different possible primaries (p, He,
N, and Fe), and pjðXmax;iÞ is the prior on the probability
that an event with Xmax;i has mass j, given the mass
fractions fj in the interval 1019�0.2 eV (see Ref. [8] for the
fit to the observed Xmax distribution for each HEG):

pjðXmaxÞ ¼ fjPjðXmaxÞ=ΣjfjPjðXmaxÞ; ð3Þ

where PjðXmaxÞ is the probability density of observing
Xmax for primary type j, for the given HEG. The variance
entering Eq. (2) includes (a) measurement uncertainty of
typically 12%, from the uncertainty in the reconstruction of
Sð1000Þ, the calorimetric energy measurement, and the
uncertainty in the Xmax scale, as well as (b) the variance in
the ground signals of showers with matching LPs due to
shower-to-shower fluctuations (ranging from typically 16%
for proton-initiated showers to 5% for iron-initiated show-
ers) and (c) the uncertainty in separating Sμ and SEM in the
simulation, and from the limited statistics of having only
three simulated events (typically 10% for proton-initiated
showers and 4% for iron-initated showers).
Results and discussion.—Table I gives the values of RE

and Rhad which maximize the likelihood of the observed
ground signals, for the various combinations of HEGs and
compositions considered. The systematic uncertainties in
the reconstruction of Xmax, EFD and Sð1000Þ are propa-
gated through the analysis by shifting the reconstructed
central values by their one-sigma systematic uncertainties.

TABLE I. RE and Rhad with statistical and systematic uncer-
tainties, for QGSJet-II-04 and EPOS-LHC.

Model RE Rhad

QII-04 p 1.09� 0.08� 0.09 1.59� 0.17� 0.09
QII-04 mixed 1.00� 0.08� 0.11 1.61� 0.18� 0.11
EPOS p 1.04� 0.08� 0.08 1.45� 0.16� 0.08
EPOS mixed 1.00� 0.07� 0.08 1.33� 0.13� 0.09
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Figure 4 shows the one-sigma statistical uncertainty ellip-
ses in the RE − Rhad plane; the outer boundaries of
propagating the systematic errors are shown by the gray
rectangles.
The values of Rhad needed in the models are comparable

to the corresponding muon excess detected in highly
inclined air showers [7], as is expected because at high
zenith angle the nonhadronic contribution to the signal
(shown with red curves in Fig. 3) is much smaller than the
hadronic contribution. However, the two analyses are not
equivalent because a muon excess in an inclined air shower
is indistinguishable from an energy rescaling, whereas in
the present analysis the systematic uncertainty of the
overall energy calibration enters only as a higher-order
effect. Thus, the significance of the discrepancy between
data and model prediction is now more compelling,
growing from 1.38 (1.77) sigma to 2.1 (2.9) sigma,
respectively, for EPOS-LHC (QGSJet II-04), adding stat-
istical and systematic errors from Fig. 6 of Ref. [7] and
Table I, in quadrature.
The signal deficit is smallest (the best-fit Rhad is the

closest to unity) with EPOS-LHC and mixed composition.
This is because, for a given mass, the muon signal is ≈15%
larger for EPOS-LHC than QGSJet-II-04 [26], and in
addition the mean primary mass is larger when the
Xmax data are interpreted with EPOS rather than with
QGSJet-II [9].
Within the event ensemble used in this study, there is no

evidence of a larger event-to-event variance in the ground
signal for fixed Xmax than predicted by the current models.
This means that the muon shortfall cannot be attributed to
an exotic phenomenon producing a very large muon signal
in only a fraction of events, such as could be the case if
microscopic black holes were being produced at a much-
larger-than-expected rate [27,28].
Summary.—We have introduced a new method to study

hadronic interactions at ultrahigh energies, which

minimizes reliance on the absolute energy determination
and improves precision by exploiting the information in
individual hybrid events. We applied it to hybrid showers of
the Pierre Auger Observatory with energies 6–16 EeV
(ECM ¼ 110 to 170 TeV) and zenith angle 0°–60°, to
quantify the disparity between state-of-the-art hadronic
interaction modeling and observed UHECR atmospheric
air showers. We considered the simplest possible charac-
terization of the model discrepancies, namely, an overall
rescaling of the hadronic shower, Rhad, and we allow for a
possible overall energy calibration rescaling, RE.
No energy rescaling is needed: RE ¼ 1.00� 0.10 for the

mixed composition fit with EPOS-LHC, and RE ¼ 1.00�
0.14 for QGSJet II-04, adding systematic and statistical
errors in quadrature. This uncertainty on RE is of the same
order of magnitude as the 14% systematic uncertainty of
the energy calibration [14].
We find, however, that the observed hadronic signal in

these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The best
case, EPOS-LHC with mixed composition, requires a
hadronic rescaling of Rhad ¼ 1.33� 0.16 (statistical and
systematic uncertainties combined in quadrature), while for
QGSJet II-04, Rhad ¼ 1.61� 0.21. It is not yet known
whether this discrepancy can be explained by some
incorrectly modeled features of hadron collisions, possibly
even at low energy, or may be indicative of the onset of
some new phenomenon in hadronic interactions at ultra-
high energy. Proposals of the first type include a higher
level of production of baryons [26] or vector mesons [29]
(see Ref. [30] for a recent review of the many constraints to
be satisfied), while proposals for possible new physics are
discussed in Refs. [28,31,32].
The discrepancy between models and nature can be

elucidated by extending the present analysis to the entire
hybrid data set above 1018.5 eV, to determine the energy
dependence of RE and Rhad. In addition, the event-by-event
analysis introduced here can be generalized to include other
observables with complementary sensitivity to hadronic
physics and composition, e.g., muon production depth [33],
risetime [34], and slope of the LDF.
AugerPrime, the anticipated upgrade of the Pierre Auger

Observatory [35], will significantly improve our ability to
investigate hadronic interactions at ultrahigh energies, by
separately measuring the muon and EM components of the
ground signal.

The successful installation, commissioning, and oper-
ation of the Pierre Auger Observatory would not have been
possible without the strong commitment and effort from the
technical and administrative staff in Malargüe.
We are very grateful to the following agencies and

organizations for financial support: Comisión Nacional
de Energía Atómica, Agencia Nacional de Promoción
Científica y Tecnológica (ANPCyT), Consejo Nacional
de Investigaciones Científicas y Técnicas (CONICET),
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KASCADE-Grande

• Smaller, denser array: sensitive at lower energies (upto 1018 eV)

 - very high-quality muon measurements using the KASCADE array

• Muon attenuration length measurement: models predict wrong muon energy  
   spectraStudy of the muon contect of VHE EAS measured with KASCADE-Grande

33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013
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Fig. 1: Muon systematics for the corrected EAS muon
number assuming a mixed composition with γ = −3. Re-
sults are presented for different hadronic interaction mod-
els.

in the decay of baryons and mesons generated in hadron-
ic collisions during the early stages of the EAS. They are
very penetrating particles and, as a consequence, they suf-
fer less attenuation in the atmosphere than the electromag-
netic and hadronic components of the shower. Therefore,
muons can keep direct information from the properties of
the hadronic interactions at very high-energies. In this pa-
per, a preliminary study is performed to test the prediction-
s of the QQGSJET II [3], QGSJET II-04 [4], SIBYLL 2.1
[5] and EPOS 1.99 [6] hadronic interaction models about
the muon content of EAS at very high-energies. The re-
search is based on the air-shower data collected with the
KASCADE-Grande experiment [7] in the energy interval
from 1016 to 1018 eV.

2 The KASCADE-Grande observatory
KASCADE-Grande is an air-shower multi-detector obser-
vatory dedicated to study cosmic rays with energies E =
1016

− 1018 eV [7]. The main part of the experiment is a
0.5km2 array of 37× 10m2 plastic scintillator detectors,
called Grande, which is employed to measure the arrival
times and the density of charged particles at the shower
front. This information is later used to reconstruct the im-
pact point of the EAS core at ground and both the arrival
direction and the charged number of particles (Nch) of the
air shower. Another important component of the observa-
tory is the KASCADE muon array, composed by 192×
3.2m2 shielded scintillator detectors. The array has an en-
ergy threshold for vertical muons of 230MeV and mea-
sures the muon densities of the EAS at ground level. The
total number of muons, Nµ , is obtained from these mea-
surements.

3 The data
All air shower simulations were performed with CORSI-
KA [8] using Fluka [9] to treat hadronic interactions in
the low energy regime (E < 200GeV). At high energies,
the hadronic interaction models QGSJET II, QGSJET II
04, SIBYLL 2.1 and EPOS v1.99, were employed. The re-
sponse of the detector was simulated with a GEANT 3.21
based code. Sets with energy spectra of the form Eγ were
produced for a spectral index γ =−2 and afterwards were
weighted to have spectra with γ =−2.8,−3,−3.2. Sets for
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s derived from the measurements with the KASCADE-
Grande observatory. The muon correction function was al-
ready applied to the data. The CIC cuts employed in this
work are shown as horizontal lines.

H, He, C, Si and Fe cosmic-ray nuclei were simulated and
were combined to reproduce a mixed composition scenari-
o (all single primaries in equal abundances).

Selection cuts were applied to both experimental and
simulated data. They were chosen according to MC studies
to avoid as much as possible the in• uence of systematic un- 
certainties on the reconstruction of EAS parameters. The
selected data were composed of events with more than 11
triggered stations in Grande, shower cores inside a central
area of 8× 104 m2, core distance to the KASCADE center
between 270 and 440m, and arrival directions con• ned to 
the zenith angle interval of ∆θ = 0◦ − 40◦. These events
were registered during stable periods of data acquisition
and passed successfully the standard reconstruction proce-
dure of KASCADE-Grande [7]. Additionally, only show-
ers with logNµ > 4.6 were considered for this work. Both
the experimental and simulated data were analyzed and re-
constructed with the same algorithms. With the above qual-
ity cuts, the effective time of observation with KASCADE-
Grande was equivalent to 1434 days. The threshold for ful-
l ef• ciency depends slightly on the hadronic model, com- 
position and arrival direction, but in general is completely
achieved above logNµ = 5.2.

4 Description of the analysis and results
Before starting the analysis, all experimental and simulat-
ed muon data was corrected for systematic uncertainties
in order to improve their accuracy. That was done using
a unique muon correction function derived from MC sim-
ulations based on QGSJET II, assuming mixed composi-
tion and a spectral index γ = −3. The employment of a
single correction function is justi• ed since it was found 
that this function is nearly independent from the composi-
tion of cosmic rays and from the hadronic interaction mod-
el. The function was parametrized with respect to core po-
sition, azimuthal and zenithal angles, and muon size. Af-
ter correction, mean muon systematics become less than
6% for a mixed composition assumption (6% and 7% for
H and Fe, respectively) and have a mild dependence with
the core position and the muon size in the full ef• ciency 
regime (see, for example, Fig. 1). This is not a surprise, s-
ince selection cuts were carefully selected for this purpose.

For a • rst test on the hadronic interaction models with 
the KASCADE-Grande muon data, predictions on the evo-
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Fig. 3: Muon attenuation lengths extracted from Monte
Carlo (points inside shadowed area) and experimental data
(upper point). They are shown with the corresponding sys-
tematic errors.

lution of the muon content with the arrival zenith angle of
the EAS were confronted with observations. The task was
done comparing the expected and observed values of the
muon attenuation length, Λµ . This quantity was extracted
by applying the Constant Intensity Cut (CIC) method to
the integral muon spectra (see, e.g., Fig. 2) as described
in reference [10]. Five CIC cuts were applied, here within
the interval log10[Jµ/m2

·s ·sr] = [−9.8,−8.6], where max-
imum ef• cency and statistics are achieved. From these cut- 
s, muon attenuation curves, log10 Nµ(θ ), are obtained and
Λµ is extracted from a global • t to such a curves with the 
formula

Nµ = N0
µ exp[−X0sec(θ )/Λµ ], (1)

where X0 = 1022g/cm2 is the average atmospheric depth
for vertical showers and N0

µ is a normalization parameter
to be determined for each attenuation curve. The results for
Λµ are presented in Table 1 and Fig. 3 along with the cor-
responding systematics. The quoted values for Λµ , in case
of MC data, correspond to those data sets with a mixed
composition assumption and γ = −3. However, systemat-
ic uncertainties take into account the spreading of the M-
C value of Λµ when the spectral index is modi• ed (con- 
sidering γ = −2.8 and −3.2) and the cosmic ray composi-
tion is changed. For the latter, the light and heavy compo-
sition hypotheses were considered. In case of the QGSJET
II model, only protons were used for the light composition
assumption, and iron nuclei for the heavy one. However,
for the other hadronic interaction models, H and He nucle-
i, and Fe and Si, were employed with the abovementioned
situations, respectively. Systematic errors for MC include
also the variation found when the right correction function
for the considered model is employed instead of that de-
rived from QGSJET II. This excercise cannot be done with
experimental data, since the real correction functions are
unknown. Therefore, only the effect of considering differ-
ent correction functions derived from the hadronic interac-
tion models here employed was computed.

As observed from Table 1 and Fig. 3, the experimental
value of Λµ is well outside the area spanned by the MC val-
ues, even considering the corresponding systematic errors.
The smallest ∆Λµ difference between the experimental and
MC values is found when the observed value is compared
with SIBYLL 2.1 (∼ 2.6σexp) and the biggest one, when
using EPOS 1.99 (∼ 3.6σexp).
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The differences between the measured and predicted Λµ
are not the result of the application of the muon correc-
tion function on the data, since the discrepancies are stil-
l present even before using such a correction. Even more,
they can be tracked down to the differences in the evolution
of the muon densities with the arrival zenith angle, theta,
as it will be shown below.

The second test applied to the hadronic interaction mod-
els consisted of confronting their predictions for the evolu-
tion of the muon density distributions, ρµ(r), at the show-
er plane, with the angle θ . The study was focused on the
energy range from 1016.2 to 1017 eV, which roughly cov-
ers the Nµ interval from which Λµ was estimated. Since
data from different zenith angles is going to be compared,
the CIC method was applied again to proceed in a mod-
el independent way. However, in this case, it was used on
the independent observable, Nch, following [10]. Then, Λch
was estimated and employed to correct Nch for attenua-
tion effects in the atmosphere and to calculate the corre-
sponding charged number of particles, NCIC

ch , that a given
EAS would produced in case of being observed at a refer-
ence angle, θre f = 22◦. This angle corresponds to the mean
of the zenith angle distribution of the experimental data.
Data was later classi• ed in different  NCIC

ch intervals. For
each of those intervals, the ρµ(r) distributions of the • ve 
zenith angle intervals involved in this work were calculat-
ed. According to the CIC method, this data should show
us how the lateral muon density distributions of EAS of a
given energy evolve with the atmospheric depth. In • gure 
4, the ρµ(r) distributions for different θ intervals and the
range NCIC

ch = [7.04,7.28] are presented. According to the
QGSJET II model, these events correspond to air showers
with energies in the interval from log10(E/eV) = 16.9 to
17.1, assuming a mixed composition and γ =−3.

Within each NCIC
ch interval, the ρµ(r) distributions are

used to obtain absorption curves for the muon density at
different • xed distances,  r f , as a function of sec(θ ). By
• tting the above curves with the equation: 

ρµ(r f ) = ρ0
µ(r f )exp[−X0sec(θ )/λµ(r f )], (2)

the absorption coef• cient,  λµ , for the muon density at
the shower front is estimated as a function of r f . Fig-
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lution of the muon content with the arrival zenith angle of
the EAS were confronted with observations. The task was
done comparing the expected and observed values of the
muon attenuation length, Λµ . This quantity was extracted
by applying the Constant Intensity Cut (CIC) method to
the integral muon spectra (see, e.g., Fig. 2) as described
in reference [10]. Five CIC cuts were applied, here within
the interval log10[Jµ/m2

·s ·sr] = [−9.8,−8.6], where max-
imum ef• cency and statistics are achieved. From these cut- 
s, muon attenuation curves, log10 Nµ(θ ), are obtained and
Λµ is extracted from a global • t to such a curves with the 
formula

Nµ = N0
µ exp[−X0sec(θ )/Λµ ], (1)

where X0 = 1022g/cm2 is the average atmospheric depth
for vertical showers and N0

µ is a normalization parameter
to be determined for each attenuation curve. The results for
Λµ are presented in Table 1 and Fig. 3 along with the cor-
responding systematics. The quoted values for Λµ , in case
of MC data, correspond to those data sets with a mixed
composition assumption and γ = −3. However, systemat-
ic uncertainties take into account the spreading of the M-
C value of Λµ when the spectral index is modi• ed (con- 
sidering γ = −2.8 and −3.2) and the cosmic ray composi-
tion is changed. For the latter, the light and heavy compo-
sition hypotheses were considered. In case of the QGSJET
II model, only protons were used for the light composition
assumption, and iron nuclei for the heavy one. However,
for the other hadronic interaction models, H and He nucle-
i, and Fe and Si, were employed with the abovementioned
situations, respectively. Systematic errors for MC include
also the variation found when the right correction function
for the considered model is employed instead of that de-
rived from QGSJET II. This excercise cannot be done with
experimental data, since the real correction functions are
unknown. Therefore, only the effect of considering differ-
ent correction functions derived from the hadronic interac-
tion models here employed was computed.

As observed from Table 1 and Fig. 3, the experimental
value of Λµ is well outside the area spanned by the MC val-
ues, even considering the corresponding systematic errors.
The smallest ∆Λµ difference between the experimental and
MC values is found when the observed value is compared
with SIBYLL 2.1 (∼ 2.6σexp) and the biggest one, when
using EPOS 1.99 (∼ 3.6σexp).
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The differences between the measured and predicted Λµ
are not the result of the application of the muon correc-
tion function on the data, since the discrepancies are stil-
l present even before using such a correction. Even more,
they can be tracked down to the differences in the evolution
of the muon densities with the arrival zenith angle, theta,
as it will be shown below.

The second test applied to the hadronic interaction mod-
els consisted of confronting their predictions for the evolu-
tion of the muon density distributions, ρµ(r), at the show-
er plane, with the angle θ . The study was focused on the
energy range from 1016.2 to 1017 eV, which roughly cov-
ers the Nµ interval from which Λµ was estimated. Since
data from different zenith angles is going to be compared,
the CIC method was applied again to proceed in a mod-
el independent way. However, in this case, it was used on
the independent observable, Nch, following [10]. Then, Λch
was estimated and employed to correct Nch for attenua-
tion effects in the atmosphere and to calculate the corre-
sponding charged number of particles, NCIC

ch , that a given
EAS would produced in case of being observed at a refer-
ence angle, θre f = 22◦. This angle corresponds to the mean
of the zenith angle distribution of the experimental data.
Data was later classi• ed in different  NCIC

ch intervals. For
each of those intervals, the ρµ(r) distributions of the • ve 
zenith angle intervals involved in this work were calculat-
ed. According to the CIC method, this data should show
us how the lateral muon density distributions of EAS of a
given energy evolve with the atmospheric depth. In • gure 
4, the ρµ(r) distributions for different θ intervals and the
range NCIC

ch = [7.04,7.28] are presented. According to the
QGSJET II model, these events correspond to air showers
with energies in the interval from log10(E/eV) = 16.9 to
17.1, assuming a mixed composition and γ =−3.

Within each NCIC
ch interval, the ρµ(r) distributions are

used to obtain absorption curves for the muon density at
different • xed distances,  r f , as a function of sec(θ ). By
• tting the above curves with the equation: 

ρµ(r f ) = ρ0
µ(r f )exp[−X0sec(θ )/λµ(r f )], (2)

the absorption coef• cient,  λµ , for the muon density at
the shower front is estimated as a function of r f . Fig-
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estimation of energy and mass of the primary particles is
based on the combined measurement of the charged parti-
cle component by the detector array of Grande and the
muon component by the KASCADE muon array (Fig. 1).
Basic shower observables like the core position, zenith
angle, and total number of charged particles (shower size
Nch) are derived from the measurements of the Grande
stations. While the Grande detectors are sensitive to
charged particles, the muonic component is measured in-
dependently by the shielded detectors of the KASCADE
array. 192 scintillation detectors of 3:24 m2 sensitive areas
each are placed below an iron and lead absorber to select
muons above 230 MeV kinetic energy. A core position
resolution of 5 m, a direction resolution of 0.7�, and a
resolution of the shower size of about 15% are achieved.
The total number of muons (N�) with a resolution of about

25% is calculated by combining the core position deter-
mined by the Grande array and the muon densities
measured at the KASCADE array, where N� undergoes a

correction for a bias in reconstruction due to the asymmet-
ric position of the detectors [5].

The present analysis is based on 1173 days of data
taking. The cuts on the sensitive area (EAS core recon-
structed within the array) and zenith angle (< 40�), chosen
to assure best and constant reconstruction accuracies, re-
sult in an exposure of 2� 1013 m2 � s sr. Figure 2 displays
the correlation of the two observables Nch and N�. This

distribution is the basis of the following analysis, since it
contains all the experimental information required for
reconstructing the energy and mass of the cosmic rays:
the higher the energy of the primary cosmic ray the larger

the total particle number. The fraction of muons of all
charged particles at observation level is characteristic for
the primary mass: showers induced by heavy primaries
start earlier in the atmosphere and the higher nucleon
number leads to a relatively larger muon content at obser-
vation level. KASCADE-Grande measures the particle
number at an atmospheric depth well beyond the shower
maximum, where the electromagnetic component already
becomes reduced. Thus, electron-rich EAS are generated
preferentially by light primary nuclei and electron-poor
EAS by heavy nuclei, respectively.
However, a straightforward analysis is hampered by the

shower-to-shower fluctuations, i.e., by the dispersion of the
muon and electromagnetic particle numbers for a fixed
primary mass and energy. In addition, cosmic rays imping-
ing on the atmosphere under different zenith angles show a
varying, complicated behavior due to the nonuniform mass
and density distribution of the air. Therefore, the absolute
energy and mass scale have to be inferred from compari-
sons of the measurements with Monte Carlo simulations.
This creates additional uncertainties, since the physics of
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anticipate that the source of this discrepancy might be the inability of simulations to describe all
shower features with the same level of accuracy. When plotting simulated and experimental aver-
aged charged particle lateral density distributions for fixed S(500) values, the data appears outside
the p and Fe prediction of QGSJet-II-2 (Fig. 7). Towards large radial ranges and for a given shower
size the simulated distributions are steeper than the measured one, which produces S(500) values
smaller than those observed in data. Fig. 8 shows this effect.
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6. Conclusions

The primary energy has been reconstructed at KASCADE-Grande using the S(500) as primary
energy estimator. The study has been applied on simulated and recorded showers and the results

5

P
o
S
(
I
C
R
C
2
0
1
5
)
3
0
1

Primary energy reconstruction from the S(500) at KASCADE-Grande A. Gherghel-Lascu

r[m]
100 200 300 400 500 600 700

]
-2

S
[m

-110

1

10

210 p
Fe
Data

 [-1.0, -0.8]∈]-2[S(500)/m
10

log

° 21≈θ

EPOS p+Fe

Figure 9: Averaged lateral charged particle density distributions for simulations (CORSIKA/EPOS 1.99 p
and Fe showers) and experimental data, for events with log10[S(500)/m−2]∈[-1, -0.8].

]-2[S(500)/m
10

log
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

ch
N

10
lo

g

6.5

7

7.5

8

8.5 p

 Fe

 Data

EPOS 1.99 p+Fe

]°, 30° [0∈θ

Figure 10: The correlation between the shower size Nch (as derived in the standard approach) and the S(500)
for p and Fe simulated events (with EPOS 1.99) and for experimental data.

/GeV]µ-NchN

0
[E

10
log

7.6 7.8 8 8.2 8.4 8.6 8.8 9

µ
-N

ch
N 0

 / 
E

S
(5

00
)

0
E

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

 EPOS calibration
 EXPERIMENTAL DATA

Figure 11: Ratio between the S(500)-derived primary energy (ES(500)
0 ) and the reconstructed primary energy

in the standard approach (ENch−Nµ
0 ) when the ES(500)

0 is inferred using a calibration based on simulations with
EPOS 1.99.

7

KASCADE-Grande

• Discrepancies between 2D-fitting method and "Auger-like" energy estimator

Toma for KASCADE-Grande, ICRC 2015



12/42

Detour: NA61
  

Hervé for NA61/SHINE Collaboration, ICRC 2015       

Pion-Carbon Interactions Measured by NA61/SHINE Alexander E. Hervé
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Figure 5: Average multiplicity of the ρ0 meson in π+C at pbeam = 158GeV/c as a function of Feynman-x.
The bars show the statistical errors; the bands indicate systematic errors. The lines depict predictions of
hadronic interaction models: red - EPOS1.99, blue - DPMJET3.06, black - SIBYLL2.1, green - QGSJETII-
04, dashed red - EPOSLHC.

It can be seen that there is an underestimation of the ρ0 yield for almost all hadronic interaction
models, with the exception of QGSJETII-04 for xF > 0.8. It is interesting to note that while
QGSJETII-04 and EPOSLHC were tuned to NA22 π++p data [26], there is an underestimation in
π−+C.

Systematic errors are estimated by comparing correction factors for different hadronic interac-
tion models (EPOS and DPMJET), comparing the correction for the bias using different background
estimates and varying the cuts applied to the data. The systematic is dominated by the background
estimates, up to 14%, where as the other errors are less than 4%. Other sources of uncertainty, such
as using templates from a different model, are found to be much smaller.

5. Conclusions and Outlook

In this article, we summarized results from pion-carbon interactions measured with the multi-
purpose experiment NA61/SHINE at the CERN SPS, which are of importance for the modeling of
cosmic ray air showers.

The comparisons to hadronic interaction models shown in this article suggest that these models
require further tuning to reproduce the charged pion and ρ0 meson spectra.

It is planned to further refine both analyses presented here, including the measurement of
inclusive spectra of charged kaons and protons as well as the study of the multiplicities of other
resonances in addition to the ρ0.
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Figure 3: Comparison of the measured production spectra of charged pions to predictions from hadronic
interaction models used for the interpretation of cosmic ray data [25, 23, 24, 22]. The colors denote the ratio
of data to simulation and the color scale is truncated at 0.5 and 2. The two empty p-bins at p  2GeV/c and
p  3GeV/c are momenta excluded from the analysis due to the ambiguity in identification of pions.
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What if? Proposed model changes

• Heavy flavours: probably insignificant

• Lorentz invariance violation: would have to be quite substantial 

• Quark-gluon plasma: possible, maybe related to our model (see later)

• String percolation, Chiral symmetry restoration ...

 - changes in londitudinal evolution due to interactions, not composition

 - probably excluded by Xmax– Nmu correlation

Pierre Auger Collaboration, Physics Letters B 762 (2016) 288–295  

��� ������ ����� ������������� � ������� ������� � ��� ������ �������
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DELPHI as a cosmic ray detector

•  rock overburden: vertical cutoff ~ 52 GeV

•  cosmic measurement in concurence with normal 
run: effective uptime ~ 18 days 

Bundles of parallel tracks in HCAL

•  not every muon reconstructed 
(shadowing, saturation, non-active 
areas)

•  high-multiplicity events mainly from 
EAS between 1015–1017.5 eV

DELPHI Collaboration, Astropart.Phys.28:273-286,2007        

     DPH20 = 2.24 ± 0.17   
     DPH80 = 1.45 ± 0.23
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model DPH20 DPH80 DPH20 DPH80

composition p only Fe only mixed mixed

QGSJET01 1.00 1.00 1.43 0.70

QGSJET-II-03 1.11 0.75 1.54 0.57

QGSJET-II-04 1.11 1.37 1.72 0.83

EPOS-LHC 0.85 0.86 1.27 0.59

Table 1: Comparison of various Monte Carlo generators with DELPHI observa-
tions.

months of CPU time (which we are usually able to achieve within days on our117

local cluster).118

In the following Tab. 1 we show results of the DELPHI muon bundle simu-119

lation for different standard hadronic models (QGSJET-II-03 [7], QGSJET-II-04120

[1] and EPOS LHC [2]) as ratios with respect to QGSJET-01. For each model121

we show the DPH20 ratio for pure proton, the DPH80 ratio for pure iron and122

both ratios for our chosen mixed composition. Note that the latter values are123

obviously non-unity even for QGSJET-01 itself and that the discrepancy between124

data and simulations is even higher when it is taken into account that pure iron125

composition across the whole energy range is not plausible. We remind the reader126

that the “target” values are DPH20 = 2.24± 0.17 and DPH80 = 1.45± 0.23.127

From this table one can make several interesting observations. The first one128

is that the evolution from QGSJET-01 to QGSJET-II-03 has actually made the129

discrepancy worse for the highest-multiplicity region. The other observation is130

that while both new models are tuned to the same LHC data they show large131

difference between them. That is particularly puzzling because the particles that132

contribute the most to multi-muon events interact at c.m.s. energies not too133

different from those achieved at the LHC. This is another hint that if we want to134

take the muon excess at DELPHI at face value, we need to start thinking about135

modifying the models right at the LHC energies obviously while making sure136

that we do not contradict the LHC data.137

3 Soft particles in Cosmic Ray showers138

The muons observed at DELPHI have momentum cut-off of about 52 GeV (for139

vertical muons) imposed by detector overburden. Mostly their momenta are of the140

order of few hundreds GeV [21]. We would like to assess if a possible source of such141

muons could be decays of soft (in local c.m.s.) pions produced along the shower142

development. To illustrate this, we have performed sets of simulations for pions143

injected to the atmosphere in several steps in energy and height above ground144

using CORSIKA and QGSJETII-03. These are visualized in Fig. 2 (Lorentz145

5

DELPHI simulations 
•  whole relevant energy range 
(1014–1018 eV), spectrum and 
chemical composition from 
KASCADE + Grande

•  simple “toy DELPHI” 
to roughly reproduce the 
response of the system to EAS

•  fit of efficiency and saturation
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DELPHI-Auger connection?
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E ¼ ð7.9� 0.3Þ × 1019 eV and Xmax ¼ 762� 2 g=cm2,
respectively, where the uncertainties are statistical only.

The Xmax distributions after event selection are shown
in Fig. 12. These are the “raw” distributions [fobsðXrec

maxÞ in
Eq. (4)] that still include effects of the detector resolution
and the acceptance. Electronically readable tables of the
distributions, as well as the parameters of the resolution and
acceptance, are available at [89]. A thorough discussion of
the distributions can be found in an accompanying paper
[94], where a fit of the data with simulated templates for
different primary masses is presented.

In this paper we will concentrate on the discussion of
the first two moments of the Xmax distribution, hXmaxi and
σðXmaxÞ, which are listed in Table IV together with their
statistical and systematic uncertainties. The statistical
uncertainties are calculated with the parametric bootstrap
method. For this purpose, the data are fitted with Eq. (4)
assuming the functional form suggested in [76] as fðXmaxÞ.
Given this parametric model of the true Xmax distribution,
realizations of the measurement are repeatedly drawn from
Eq. (4) with the number of events being equal to the ones
observed. After application of the Λη analysis described in
Sec. VII B, distributions of Xmax and σðXmaxÞ are obtained
from which the statistical uncertainties of the measured
moments are estimated.

A comparison of the predictions of the moments from
simulations for proton- and iron-induced air showers to
the data is shown in Fig. 13. The simulations have been
performed using the three contemporary hadronic inter-
action models that were either tuned to recent LHC data
(QGSJetII-04 [95,96], Epos-LHC [97,98]) or found in good
agreement with these measurements (Sibyll2.1 [81], see
[99]). It is worth noting that the energy of the first data

point in Fig. 13 corresponds to a center-of-mass energy that
is only four times larger than the one currently available at
the LHC (

ffiffiffi
s

p ¼ 8 TeV). Therefore, unless the models have
deficiencies in phase-space regions that are not covered
well by LHC measurements, the uncertainties due to the
extrapolation of hadronic interactions to the lower energy
threshold of this analysis should be small. On the other
hand, the last energy bin at hlgðE=eVÞi ¼ 19.62 corre-
sponds to a center-of-mass energy that is a factor of about
40 higher than the LHC energies and the model predictions
have to be treated more carefully.

Comparing the energy evolution of hXmaxi for data
and simulations in Fig. 13 it can be seen that the slope
of the data is different than what would be expected for
either a pure-proton or pure-iron composition. The change
of hXmaxi with the logarithm of energy is usually referred
to as elongation rate [17–19],

D10 ¼
dhXmaxi

d lgðE=eVÞ : ð9Þ

Within the superposition model, where it is assumed that a
primary nucleus of mass A and energy E can be to a good
approximation treated as a superposition of A nucleons of
energy E0 ¼ E=A, the elongation rate is expected to be the
same for any type of primary. Any deviation of an observed
elongation rate from this expectation D̂10 can be attributed
to a change of the primary composition,

D10 ¼ D̂10

�
1 −

dhlnAi
d lnðE=eVÞ

�
: ð10Þ

A single linear fit of hXmaxi as a function of lgðEÞ does
not describe our data well (χ2=ndf ¼ 138.4=16). Allowing

FIG. 13. Energy evolution of the first two central moments of the Xmax distribution compared to air-shower simulations for proton and
iron primaries [80,81,95–98].

DEPTH OF MAXIMUM OF … . I. MEASUREMENTS AT … PHYSICAL REVIEW D 90, 122005 (2014)

122005-19

• Auger depth of 
maximum constrains 
models

• Simulations at  
3.2×1018 eV
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Soft-particle addition model
particles: π, K, p, n                    angle: within 1° 0.1° from axis in c.m.s.  
colour: (NWT+NWP)η                shape: energy treshold (or special p0)
distribution p exp(-p/p0)            filled vs. empty: p0 

-1  -1/3    0    1/3   2/3          -1  -1/3    0    1/3   2/3 
  0.5 TeV
  1 TeV
  1.3 TeV
  1.6 TeV
  2 TeV

p0 = 200 MeV @ threshold  
       500 MeV @ 100 TeV

p0 = 200 MeV
 

 p0 = 800 MeV
p0 = 3 TeV η = 1/3 and threshold 1 TeV

Ebr, Ridky, Necesal, Astropart.Phys.90:37-49,2017        



18/42

SPAM: momentum distribution
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SPAM: DELPHI data at multiplicities >20

color: η 

blue  =  0
black  =  1/3
pink  =  2/3
red  =  –1/3
green  =  –1

shape: threshold 
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SPAM: DELPHI data at multiplicities >80

color: η 

blue  =  0
black  =  1/3
pink  =  2/3
red  =  –1/3
green  =  –1

shape: threshold 

 = 0.5 TeV
 = 1 TeV
 = 1.3 TeV
 = 1.6 TeV
 = 2 TeV

fill: p0 @ 100 TeV

   empty
 =  200 MeV
   filled
 =  500 MeV

 p0 @ threshold 
set to 200 MeV in 

both cases

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 0  1  2  3  4  5  6  7  8

�
�

�
80

�eff [%]

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 0  1  2  3  4  5  6  7  8

�
�

�
80

�eff [%]

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 0  1  2  3  4  5  6  7  8

�
�

�
80

�eff [%]

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 1.6

 0  1  2  3  4  5  6  7  8

�
�

�
80

�eff [%]



21/42

SPAM: total number of added particles

color: η 
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SPAM: DELPHI vs. Auger Xmax
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SPAM: Auger Xmax vs. number of muons (protons)

color: η 
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SPAM: Auger Xmax vs. number of muons (irons)

color: η 
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SPAM: Auger Xmax vs. RMS (protons)

color: η 
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SPAM: Auger Xmax vs. RMS (irons)

color: η 
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Dark photons in EAS

•  N. Arkani-Hamed et al., Phys.Rev. D79 (2009) 015014

•  Dark-matter models inspired by theory and some observations (ATIC, Pamela) 

 - heavy DM particles: unobservable (low branching ratios)

 - light particles more attractive

•  "Dark photons"

 - independent U(1) symmetry, interacts via klinetic mixing

  - "suppression factor" 

 - decay to a pair, mostly leptons when light

 - produced in EM cascade via bremsstrahlung

  - a lot of opportunities in an EAS!

  - additionally suppressed by photon mass 

•  Calculation of Bremsstrahlung cross-section and simulation of production
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Bremsstrahlung: a well-
known process  
(Tsai, 1974)

Analytical formula for the 
cross-section known:

• minor corrections to individual scattering exist + the LPM effect (tames the 
divergence)

Surprisingly difficult in practice („a month of hard work“) → approximation 
(Weizsäcker-Williams)
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The result can be written in a compact form (neglecting electron mass where 
possible):

0.2 0.4 0.6 0.8 1.0
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Result: not a single 
extra muon for the whole 
shower (for reasonable 
suppression factors).

Ebr, Necesal, Phys. Lett. B725 (2013) 185–189        
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FRAM telescope at the Pierre Auger Observatory
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FRAM

 300/2.8 Nikkor with G4-16000 
  - 36×36 mm CCD, 7°×7° FoV
(30 cm SCT with G2-1600) 
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Search for anomalous profiles

•  Look for double-bump events to study hadronic interactions and composition

 - essentially assures presence of protons

 - allows independent cross-section measurement

•  Eliminate false positives from clouds using rapid monitoring with FRAM

 - real-time reaction to anomalous shower candidates
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Shoot-the-shower program

•  Semi-automatic analysis

 - database available to Auger

•  Daily monitoring of operation 

•  More data needed for statistical  
   analysis
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Aerosol measurements with FRAM

•  Aerosols (VAOD – vertical aerosol optical depth) an important source of 
uncertainty in fluorescence measuremnts

 - both energy scale and composition affected

 - recently indications of discrepancies between different laser methods

 - FRAM: independent systematics, but only integral value

•  Uses StS dataset + dedicated measurements
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Model to fit of observed data

minst = M mcat + Zi + ki A + c1 (B–V) (c2 (B–V) + 1) + R1 r (R2 r + 1) + kc A (B–V)

–  A: airmass      B–V: color index (mcat = B)     r: radial position on frame
–  M, c1, c2, R1, R2,  kc  held constant; (Z,k)-pair for each  scan

• M close to 1 for sufficient apertures (CCD chip very linear)
– cut on B > 6.5 to avoid saturated stars
– cut on B < 9.5 because of Tycho limitations
• kc problematic (see later)

• Iteratively cut outliers (mostly errors in Tycho)
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How well does the model describe the data?
R

M
S ~ 0.07 m

ag
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11/2014 - cleaning + 
mechanical fix
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Improvements of aerosol measurement

•  More realistic calculation of 
molecular contribution to extinction

 - stellar spectra

 - molecular absorbtion 
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Jground
Jspace

= exp (−τFRAMA) (1)

τFRAM =



R(λ)τ(λ)dλ (2)

Jground
Jspace

=



R(λ) exp (−τ(λ)A)dλ (3)

1

J. Juryšek
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Further applications: Cherenkov Telescope Array

•  Next generation in ground-based gamma-ray astronomy

•  2 sites, ~120 telescopes of 3 sizes (4–23 meters)

•  Continuous, non-invasive  aerosol measurement in limited FOV (4.5–10 deg.)

 - 3 CTA FRAMs in total , one already deployed in Chile
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Summary

•  A discrepancy between simulations and data exists regarding the muon content  
   cosmc-ray initiated extensive air showers

•  Adding soft-particles to hadronic interactions increases predcited muon numbers  
    for both Auger and DELPHI

•  Adding dark photons to EM cascades does not have any effect

•  Anomalous shower profiles can be separated from cloud-induced background  
   using rapid monitoring with FRAM

•  FRAM can also provide integral VAOD measuerements independtly from  
    laser-based devices

•  Further applications of the FRAM method are found at the CTA observatory


