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Paralelní sekce

1. Data acquisition, trigger and controls

2. Event Processing, Simulation and Analysis

3. Distributed Processing and Data Handling 

 A: Infrastructure, Sites, and Virtualization

 B: Experiment Data Processing, Data Handling and Computing Models

4. Data Stores, Data Bases, and Storage Systems

5. Software Engineering, Parallelism & Multi-Core

6. Facilities, Production Infrastructures, Networking and Collaborative 

Tools
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NIKHEF
Frank Linde, ředitel, člen ATLAS

~300 people
~30 M€/year

BIG GRID - rozpočet 30 ME, ukončeno 

minulý rok, žádají o další projekt
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Robert Lupton (Princeton)

Writing Stellar Software: Preparing for the LSST

Three mirrors: an 8.4m primary, a 3.4m 

secondary, and a 5m tertiary.

SDSS the Sloan Digital Sky Survey
3.2 GPixels every 17s; c. 400 MB/s

20 TB per night; 60 PB over 10 years for 

the raw data and 15 PB for the catalog

database.
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Sander Klous: KPMG
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Computing for the LHC:
The next step up

Torre Wenaus, BNL/ATLAS

October 15, 2013

CHEP 2013

Amsterdam



LHC Computing in Run 2 and Beyond

• Storage and processing extrapolations lead to unacceptable costs (flat 
budget assumption) – we must work on performance and efficiency

• Storage is largest cost, e.g. ATLAS spends ~60% more money on disk than 
on CPU

October 15, 2013 Torre Wenaus, BNL    CHEP 2013, Amsterdam 13

Most LHC CPU cycles go to simulation (60-70%) – a lot to gain

In general it’s much cheaper to transport data than to store it
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ESnet traffic vs. backbone capacity
Capacity projection to 2020 
sustains the 10x every ~4yr growth

Planned capacity growth sustains the trend

10 TB/s



Networking has been a critical enabler for evolving 

LHC computing models – ATLAS as example

Today:
Bandwidths 10-100 Gb/s, not limited

to the hierarchy
Flatter, mostly a mesh
Sites contribute based on capability
Greater flexibility and efficiency
More fully utilize available resources

Original model:
Static strict hierarchy
Multi-hop data flows
Lesser demands on

Tier 2 networking
Virtue of simplicity
Designed for <~2.5 Gb/s

within the hierarchy 
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Objem dat přenesených z Tier-2 ve FZÚ do jiných středisek. Dominují 

přenosy do DE oblasti, jejíž jsme součástí. Po zapojení LHCONE na začátku 

července lze vidět přímé přenosy do jiných oblastí s výrazným nárůstem 

v říjnu, kdy se Tier-2 ve FZÚ zařadilo mezi T2D střediska.



Data Management
Where is LHC in Big Data Terms?

Business emails sent
3000PB/year

(Doesn’t count; not managed as
a coherent data set)

Google search
100PB

Facebook uploads
180PB/year

Kaiser
Permanente

30PB

LHC data
15PB/yr

YouTube
15PB/yr

US
Census

Lib of
Congress

Climate
DB

Nasdaq

Wired 4/2013

In 2012: 2800 exabytes
created or replicated
1 Exabyte = 1000 PB

Reputed capacity of NSA’s 
new Utah center: 5000 ExaB
(50-100 MW)
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Current ATLAS 
data set, all data 
products: 140 PB

http://www.wired.com/magazine/2013/04/bigdata/

Big Data in 2012

We are big…
not NSA-big, but big

(and more cost efficient)

~14x growth
expected 2012-2020 

http://www.wired.com/magazine/2013/04/bigdata/


“Grid of Clouds”
used by ATLAS

Also ~450k production jobs from Google over a few weeks.
Amazon too, using spot pricing -- economically viable.
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Opportunistic Resources – HPCs
• HPC (supercomputing) resources can be valuable to HEP computing

• They have cycles open to us – many – even though we wouldn’t build the 
machines that way if we were paying for them (the point is, we aren’t)

– They have holes we can fill: cycles instead of sitting idle would be 
going to high profile science

– The current US national HPC allocation for HEP is comparable to global 
CMS+ATLAS computing in 2012, ~1.5B hours

• Also there is increasing convergence, making our apps more appropriate

– HPC has a growing number of data intensive use cases, future 
architectures will have to take this into account

– More concurrency, leveraging architectures used in HPCs make our 
applications more suited to HPC

• We’re porting appropriate applications (generators, simulation) and 
extending workflow and data management systems to support them

• We’ve begun to put HPC facilities into production
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WLCG and are pursuing an easy to use (and manage)
CILogon.com based service.   Objective: A certificate-less grid
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Ease of Use – Improving on Grid Certificates

Universal authentication is at the 
root of the grid’s success, and yet 
it’s imperfect…

The current bad old days:



CMS, ALICE integration with PanDA
PanDA core Refactoring for CMS (et al) AliEn integration
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Stefano Spataro

Tuesday, 15th October, 2013

ISTITUTO NAZIONALE

DI FISICA NUCLEARE

Sezione di Torino

Designing the Computing

for the Future Experiments
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Stefano Spataro

Designing the Computing

for the Future Experiments

Postgresql

Root files

MySQL

Oracle

Run Manager

Event 

Generator
Magnetic 

FieldDetector base

IO Manager 

Tasks

RTDataBase

Root files

Hits, 

Digits, 

Tracks

ApplicationCuts, 

processes

Event 

Display 

Track 

propagation

TSQLServer

Virtual MC
Geant3

Geant4G4VMC

G3VMC
Geometry

STT
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TOF

GEM

EMC

MVD

DIRC

FTS
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EvtGen
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finding
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Panda Code 

The PandaRoot Code Design

FairRoot

PandaRoot CbmRoot

R3BRoot

MPDRoot (NICA)

ASYEOSRoot

EICRoot

M.Al-Turany,

D.Bertini,

F.Uhlig,

R.Karabowicz



What is now the future of our distributed computing?

No further developments for Alien2

 Alien3?

 PanDa?

 Big batch farm?

PandaGrid

Torino Private Cloud

(S.  Bagnasco et al.)

Cloud computing

will help us 

Still some time before taking decisions for PandaGrid



The 9 kinds of physics seminar

http://manyworldstheory.com/2013/10/03/the-9-kinds-of-physics-seminar/

http://manyworldstheory.files.wordpress.com/2013/10/typical.jpg
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IPv6

 D. Kelsey et al.: WLCG and IPv6 - the HEPiX IPv6 working group

 D. Gutierrez et al.: Network architecture and IPv6 deployment at 

CERN

 T. Kouba, J. Chudoba, M. Eliáš: Enabling IPv6 at FZU - WLCG 

Tier2 in Prague

 A. Petzold: Deploying an IPv6-enabled grid testbed at GridKa

http://indico.cern.ch/getFile.py/access?contribId=360&sessionId=8&resId=0&materialId=slides&confId=214784
http://indico.cern.ch/getFile.py/access?contribId=30&sessionId=8&resId=1&materialId=slides&confId=214784
http://indico.cern.ch/getFile.py/access?contribId=356&sessionId=9&resId=0&materialId=poster&confId=214784
http://indico.cern.ch/contributionDisplay.py?contribId=306&sessionId=9&confId=214784
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Attendees

 115 registered participants
 Including many first-timers!

 47 from North-America (including 27 attendees 
from 8 North-American universities), 48 from 
Europe, 3 from Asia, 2 from Australia, 15 (!) 
from companies

 42 different affiliations
 13 from North America, 17 from Europe, 2 from 

Asia, 1 from Australia, 9 (!) companies

 Fortunate that the “man-made business 
continuity issue” (US budget crisis) was 
(temporarily) averted so that US DoE labs 
could largely participate

3 z FZÚ

2 z CESNET



Tracks and Trends…

 Security and networking: 9 total, 3 on 
federations

 Storage and file systems: 10 total, 3 on AFS, 2 on 
CEPH, WD vendor talk

 Grids/clouds: 7 total, 3 on production private 
clouds

 Computing: 6 total, 4 on batch systems –
HTCondor

 IT facilities and business continuity: 3 total

 Basic IT services: 8 total, 4 on Puppet, 2 on log 
analysis

 End-user IT services and operating systems: 3 
total



CernVM-FS – Beyond LHC 

Computing

Ian Collier, Catalin Condurache

STFC RAL Tier 1

HEPiX Ann Arbor November 1st 2013



What is CVMFS?

 Read-only, distributed filesystem, originally developed to get frequently changing 

VO software to VMs that might not have access to software servers.

 Data integrity and validity are ensured by the signed file catalog and access 

authentication for software server updates (done by Software Grid Manager or 

other privileged member of the VO).

 Built using standard technologies (fuse, sqlite, http, squid proxies and caches).

 Removes the need for local installation jobs and conventional software servers at 

sites & helps standardise the computing environment across the Grid.

 Once the signed catalog has been downloaded and mounted, metadata operations 

require no further network access. Together with the file based de-duplication this 

makes CernVM-FS efficient in terms of disk usage and network traffic.

 The software needs one single installation and then is available at any site with 

CernVM-FS client installed



CernVM-FS WLCG deployment

 Software is installed by 

LHC VOs at Stratum-0 

hosted at CERN and 

replicated to Stratum-1 

hosted by WLCG Tier-1 

sites

 CernVM-FS clients 

connect to one of the 

Stratum-1 services (via 

local squid caches)

 Client manages 

transparent failover to 

other Stratum-1 in case 

of connection problems

Stratum-0 R/W

Stratum-1

Public Mirror

Stratum-1

Public Mirror

Stratum-1

Public Mirror

Proxy

Hierarchy

Proxy

Hierarchy

Proxy

Hierarchy



CernVM-FS EGI deployment

 Stratum-0 (source 

repositories) and 

Stratum-1 (replicas) can 

be geographically co-

located, or not

 Stratum-1 can replicate 

a whole Stratum-0 

(solid), or can partially 

replicate (dotted) – the 

‘relaxed’ model

Stratum-1

Public Mirror

Stratum-0 R/W

Stratum-0 R/W

Proxy

Hierar

chy

Proxy

Hierar

chy

Proxy

Hierar

chy

Stratum-1

Public Mirror

Proxy

Hierar

chy

Stratum-1

Public Mirror

Stratum-0 R/W

Stratum-1

Public Mirror



CernVM-FS Stratum-0 Web Frontend
 Web application for CernVM-FS Stratum-0 uploads used as an

alternative to installation jobs or ‘power users’.

 Developed by a student on an Erasmus Programme placement at

RAL-Tier 1 UK.

 Users can upload tarballs and unpack them within the

/cvmfs/<repo_name> ‘space’, followed by synchronization with the

real CernVM-FS Stratum-0 repository.

• Authenticates with X509 certificates (managed by a web server)

• Further authentication mechanisms can be added

• Removes need for privileged roles and jobs at sites
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Hard Disk Drive - Reliability 
Overview

Dr. Amit Chattopadhyay

Sr. Engineering Manager, Recording Sub-Systems

Advanced Reliability Engineering

Western Digital, San Jose
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Time to Failure: The “Bathtub” Reliability Model

Classical Reliability Model

“The Bathtub Curve"
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 Infant mortality region
 Failure rate decreases with increasing time

 Result of defects etiher designed into, or inadvertently built into a product

 Indicative of quality “escapes” 

 Marginal materials 

 Drives with the least margin for some critical design tolerance. 

 Manufacturing anomaly 

 Steady State region
 After the weak drives are removed from the 

population, the failure rate reaches a fixed value 

for the service life of the drive

 Wear-out Region
 At long times, one enters the wear-out region 

where normal wear and tear of the system 

components results in an increasing failure rate 

with time
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Time to Failure: The “Bathtub” Reliability Model

Classical Reliability Model

“The Bathtub Curve"
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 Infant mortality region
 Failure rate decreases with increasing time

 Result of defects either designed into, or inadvertently built into a product

 Indicative of quality “escapes” 

 Marginal materials 

 Drives with the least margin for some critical design tolerance. 

 Steady State region
 After the weak drives are removed from the 

population, the failure rate reaches a fixed value 

for the service life of the drive

 Wear-out Region
 At long times, normal wear and tear of the 

system components results in an increasing 

failure rate with time

 This type of behavior results in costly 

excursions to both WD and our customers

 This regime must be avoided at all costs 
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Impact of Workload
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 Is the concept of “Duty Cycle” valid?

 DOE with same drives built at the same time 

 Two tests with equivalent duty cycles (>95%)

 ……..but differing workloads (1.5:1)

 Results clearly show that failure rates 

scale with workload…..not duty cycle 

 Standard (time-based) Weibull Analysis
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Usage Thermal Term

MTTF1

MTTF2

Same drive / same DC / two workloads = different MTTFs

 Conclusions:  

 MTTF typically used to specify reliability of HDDs

 Since MTTF is not uniquely defined……

 MTTF alone is an insufficient measure of 

drive reliability! 
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Rough Drive Quality Scale

Introduced to allow 

comparison of basic quality 

requirements

Priority list for enablers

Reflective of 

 Intrinsic quality spec: 

MTTF

 Workload

 Temperature

Normalized to Desktop  

Reliability Landscape and Trends

8.6 RE (Nearline Enterprise) 

2.7 SE (Scaled Enterprise)

15.3 XE 

1 == Desktop; Cold Storage

0.6 Mobile0

5

10

15
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Validation of Workload Impact on HDD reliability

 Weibull Analysis  

Standard (time-based) Treatment

Same drive + 100% DC / two workloads = different MTTFs

ReliaSoft Weibull++ 7 - www.ReliaSoft.com
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Sirius: Universal Server vs Tribo RDT
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Workload-based Treatment

TB Transferred (WL x POH)

)( TBAFR  Failure rates scale with the total TB transferred

 Results demonstrate that TB transferred is the critical reliability parameter….not time POH

 Natural reliability metric: Mean Petabytes to Failure (MPbF) 

 This naturally leads to a DWM (Drive Workload Monitor) (like an odometer)

 Minimum requirement: Simultaneously define max workload spec and MTTF

 This is now done by all HDD manufacturers



Networking has been a critical enabler for evolving 

LHC computing models – ATLAS as example

Today:
Bandwidths 10-100 Gb/s, not limited

to the hierarchy
Flatter, mostly a mesh
Sites contribute based on capability
Greater flexibility and efficiency
More fully utilize available resources

Original model:
Static strict hierarchy
Multi-hop data flows
Lesser demands on

Tier 2 networking
Virtue of simplicity
Designed for <~2.5 Gb/s

within the hierarchy 
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R. Wartel: Security
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Další témata

 OpenAFS vs YFS

 IPv6

 Puppet

 Perfsonar

 HPC
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HEPiX

 Site reports

 Security & Networking

 Storage & 

Filesystems

 Grid, Cloud & 

Virtualisation

 Computing & Batch

Services

 IT Facilities & 

Business Continuity

 Basic IT Services

 End-user IT Services 

& Operating Systems

 Miscellaneous
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