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• Brief history of neutrino physics
• Neutrino oscillations
• DUNE experiment
• Supernova neutrinos
• Low E calorimetry
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Neutrino History

• 1930  Postulated by Pauli
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below in more th. an usual detail. In solne instances
checks which did not give definite positive results mere
included because it was believed to be important to
show that such results were not inconsistent with those
expected from antineutrino signals.

EQUIPMENT

A consideration of the cross section for reaction (].)
averaged over the fission antineutrino spectrum
( 10 ' cm') and the available TJ flux ( 10" cm '
sec ') made it apparent that large numbers of target
protons would be required. These were provided by
two plastic target tanks containing 200 liters of water
each, shaped as slabs 7.6 cm deep and 132 cm by 183 cm
in lateral dimensions. Each water tank was sandwiched
between two of the three large liquid scintillation
detectors (Fig. 2). The thickness of the water tanks
was limited by the absorption of the 0.5-Mev positron-
annihilation radiation produced in the antineutrino
reaction. The array of tanks formed two "triads"
with one detector tank in common. The 58-cm depth
of the iscintillation detectors was chosen so as to
absorb''the cadmium-capture gammas with the maxi-
mum eKciency attainable in the space available for
the system. Consideration of light-collection efBciency
and the energy resolution required of the system
resulted in the use of an extremely transparent liquid
scintillation solution containing 3 grams/liter of
terphenyl and 0.3 gram/liter of POPOP in highly
purified triethylbenzene. '
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4 tata FIG. 3. (a). Schematic of ganging yoke for the 55 photomultiplier
tubes at one end of a detector tank. All tubes were connected in
parallel across the high-vojtage, signal, and ground busses. The
200-ohm parasitic resistors suppressed oscillations. (b) Voltage
divider network used on Dumont 6364 photomultiplier tube.
These tubes were selected for low noise and their gains were
matched by using a standard source and choosing an appropriate
value for the gain balance resistor.

FIG. 2. Sketch of detectors inside their lead shield. The detector
tanks marked 1, 2, and 3 contained liquid scintillator solution
which was viewed in each tank by 1105-in. photomultiplier tubes.
The white tanks contained the water-cadmium chloride target,
and in this picture are some 28 cm deep. These were later replaced
by 7.5-cm deep polystyrene tanks, and detectors 1 and 2 were
lowered correspondingly. A drip tank, not shown here, was later
set underneath tank 3 in the event of a leak. Because of the weight
it was necessary to move the lead doors with a hydraulic system.
' Ronzio, Cowant and Reines, Rev. Sci. Instr. 29, 146 (1958).

The tank walls were painted white, and each tank
had 110 5-in. Dumont 6364 ph'otomultipliers (55 on
each end) for collection of the scintillation light.
The tubes were placed an average distance of about
28 cm behind a plastic window and were immersed in
light-matching triethylbenzene which could be made
to scintillate, if desired, by the addition of terphenyl
and POPOP. Model tests indicated. that the non-

Neutrino’s Early History

• 1930  Postulated by Pauli
• 1953-56  Detected by Cowan & Reines
• Reactor 𝜈 ̅e
• Nobel Prize 1995
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TABLE I. Summary of first series. '

TI lad
v Ruxb
factor

Run
length
(hr)

Calculated
Total accidental
counts counts

Net rate
(hr ')

(a) Yap
Bottom

(b) Top
Bottom

(c) Top
Bottom

(d) Top
Bottom

1.03
1.04
0
0
0
0
1.07
1.07

192.7
171.8
67.3
69.7
63.2
63.2
264.5
264.5

283
224
55
44
48
38
320
302

114
95
31.8
39.7
27.6
35.3
124.9
157.2

0.88+0.10
0.75%0.10
0.34~0.14
0.06~0.13
0.32&0.14
0.04+0.14
0.74~0.08
0.55&0.08

a Listings (a) and (b) are directly comparable. During (c) and (d) small
changes were made in the operating conditions to reduce the background.
See Appendix I.

b The v Aux factor is a number proportional to the v flux.
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in the vicinity of the through peak. By matching the
pulse heights at which the through peaks were located
with a precision pulser, energy bounds were set on
discriminator circuits and film calibrations were made.
The energy scales were set by multiplying the scintil-
lator depth ( 58 cm) by the rate of meson energy loss
(1.6 1Vlev/cm) and allowing for a small (5'Po) increase
in the peak position due to the fluctuation in energy
loss and the angular distribution of the incident muons.
Through peaks were run at regular intervals and the

system was checked and aligned at weekly intervals on
the average. During the five-month period of the
experiment a downward drift of a factor of 2 was noted
in the gain of the detectors. The energy calibrations
given by the through peaks are estimated to be accurate
to within 10%, and these peaks were used to check the
stability of the system during a particular run. The
e%ciency of the system for detecting positrons and
neutrons was determined using positron and neutron
sources.

DEMONSTRATION OF REACTOR-ASSOCIATED
SIGNAL

The measurenents made to demonstrate the existence
of a P-like signal and its dependence on reactor power,
and hence on P Aux, were made in two series. In the
first series some of the parameters were being changed
to optimize the operating conditions. The results of
this series are shown in Table I. The changes were not
expected to alter the net counting rate greatly, and,
indeed, the rate stays approximately constant through-
out the series. Since we do not in this series attempt to
establish absolute rates, the analysis of the data is
greatly simplified. For example, in computing acciden-
tal-background rates we overcorrect the data if we do
not allow for that fraction of spurious accidental counts
(e.g. , the very occasional traces counting noise-hash)
which have already been excluded by the process of
film selection. Since the number of accidentals is slightly
greater when the reactor is on we err on the side of
reducing the reactor-associated correlated signal rate by
overcorrecting the data for accidentals in this way.

6 8 IO

TIME DELAY (p.sec)

I'io. 7. Time-delay spectrum erst series. Curves show theoretical
distribution for +=0.005 plus accidental background. Theoretical
calculations are not considered reliable beyond 10 psec because
statistical errors in Monte Carlo method increase with decreasing
sample available in that range.

For the first part of the series L(a) and (b)j the total
net rate (reactor on minus reactor off) was 1.23&0.24
hr '. For the second part L(c) and (d)] (during which
small changes were being made) the net rate was
0.93&0.22. From these data we conclude that there was
a reactor-associated signal.
Figure 7 shows the distribution of time-delay intervals

from these runs. Throughout this series, the cadmium
concentration was +=0.005, where n is the cadmium-
hydrogen atomic ratio in the solution.
At the start of the second series a number of changes

were made to increase the antineutrino signal and
lower the background:

1. The cadmium concentration was increased to
make n =0.010.
2. The neutron-detection efficiency was increased by

setting the lower bounds of the neutron gates to 0.2
Mev with no upper limit requirements and by adding a
"sum" coincidence system which requires the total
neutron energy in each triad to lie between 3 and
11 Mev.
3. Additional lead was placed above the detector

tanks, and the target tanks were surrounded by
approximately 730 kg of paraffin.
4. The delayed-coincidence gate was lengthened from

15 to 30 psec to allow a better assessment of accidental
background.
5. The long upper gate was shortened to 60 p,sec

and was fixed to stay on for this time following not only
a too-large pulse but also the end of an overdriven
"bustle. " See Appendix I.
The data from series 2 and part of series 3 are given

in the histograms of Fig. 8, which show the time-delay
distribution for each triad with reactor on and reactor
o6. Table II summarizes the data for this series.
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FIG. 1. Plan view of AGS neutneutrino experiment.

Neutrino’s Early History

• 1930  Postulated by Pauli
• 1953-56  Detected by Cowan & Reines
• Reactor 𝜈 ̅e
• Nobel Prize 1995

• 1962  Neutrino flavours confirmed by 
Lederman et al. 
• Nobel Prize 1988
• 𝜈𝜇 (𝜈𝜏 observed in 1975/2000)
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Neutrino Oscilla3ons Era
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• 1960s  Solar neutrino detection
• Homestake
• Solar neutrino problem – 1/3 𝜈e observed
• Nobel Prize in 2002 (after problem resolved)
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FIG. 2. The 68%, 90%, and 99% confidence intervals are
shown for sin2 2u and Dm2 for nm $ nt two-neutrino oscil-
lations based on 33.0 kton yr of Super-Kamiokande data. The
90% confidence interval obtained by the Kamiokande experi-
ment is also shown.

case overlapped at 1 3 1023 , Dm2 , 4 3 1023 eV2

for sin2 2u ≠ 1.
As a cross-check of the above analyses, we have re-

constructed the best estimate of the ratio LyEn for each
event. The neutrino energy is estimated by applying a
correction to the final state lepton momentum. Typi-

cally, final state leptons with p , 100 MeVyc carry 65%
of the incoming neutrino energy increasing to ,85% at
p ≠ 1 GeVyc. The neutrino flight distance L is esti-
mated following Ref. [18] using the estimated neutrino
energy and the reconstructed lepton direction and flavor.
Figure 4 shows the ratio of FC data to Monte Carlo for
e-like and m-like events with p . 400 MeV as a func-
tion of LyEn , compared to the expectation for nm $ nt

oscillations with our best-fit parameters. The e-like data
show no significant variation in LyEn , while the m-like
events show a significant deficit at large LyEn . At large
LyEn , the nm have presumably undergone numerous os-
cillations and have averaged out to roughly half the
initial rate.
The asymmetry A of the e-like events in the present data

is consistent with expectations without neutrino oscilla-
tions and two-flavor ne $ nm oscillations are not favored.
This is in agreement with recent results from the CHOOZ
experiment [22]. The LSND experiment has reported the
appearance of ne in a beam of nm produced by stopped
pions [23]. The LSND results do not contradict the
present results if they are observing small mixing angles.
With the best-fit parameters for nm $ nt oscillations, we
expect a total of only 15–20 events from nt charged-
current interactions in the data sample. Using the current
sample, oscillations between nm and nt are indistinguish-
able from oscillations between nm and a noninteracting
sterile neutrino.
Figure 2 shows the Super-Kamiokande results overlaid

with the allowed region obtained by the Kamiokande

FIG. 3. Zenith angle distributions of m-like and e-like events for sub-GeV and multi-GeV data sets. Upward-going particles
have cosQ , 0 and downward-going particles have cosQ . 0. Sub-GeV data are shown separately for p , 400 MeVyc and
p . 400 MeVyc. Multi-GeV e-like distributions are shown for p , 2.5 and p . 2.5 GeVyc and the multi-GeV m-like are shown
separately for FC and PC events. The hatched region shows the Monte Carlo expectation for no oscillations normalized to the data
live time with statistical errors. The bold line is the best-fit expectation for nm $ nt oscillations with the overall flux normalization
fitted as a free parameter.

1566

Neutrino Oscilla3ons Era

7

• Oscillations
• 1957 proposed by Pontecorvo
• 1978 Wolfenstein, 1985 Mikheyev-Sirmonov

• Proposed matter effect (called MSW)
• 1998 SuperKamiokande, 2001 SNO

• Observed oscillation effects
• Nobel Prize 2015

Disappearance of atmospheric 𝜈μ in SuperK
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8

• OscillaNons
• 1957 proposed by Pontecorvo
• 1978 Wolfenstein, 1985 Mikheyev-Sirmonov

• Proposed ma?er effect (called MSW)
• 1998 SuperKamiokande, 2001 SNO 2001 

• Observed oscillaAon effects
• Nobel Prize 2015

• 2003/2008 KamLAND
• Inambiguous proof of oscillaAons

in reactor neutrinos

of these backgrounds is assumed to be flat to at least
30 MeV based on a simulation following [12]. The atmos-
pheric ! spectrum [13] and interactions were modeled
using NUANCE [14]. We expect fewer than 9 neutron and
atmospheric ! events in the data-set. We observe 15 events
in the energy range 8.5–30 MeV, consistent with the limit
reported previously [15].

The accidental coincidence background above 0.9 MeV
is measured with a 10- to 20-s delayed-coincidence win-
dow to be 80:5! 0:1 events. Other backgrounds from (",
n) interactions and spontaneous fission are negligible.

Antineutrinos produced in the decay chains of 232Th and
238U in the Earth’s interior are limited to prompt energies
below 2.6 MeV. The expected geoneutrino flux at the
KamLAND location is estimated with a geological refer-
ence model [9], which assumes a radiogenic heat pro-
duction rate of 16 TW from the U and Th-decay chains.
The calculated !!e fluxes for U and Th-decay, including
a suppression factor of 0.57 due to neutrino oscillation,
are 2:24" 106 cm#2 s#1 (56.6 events) and 1:90"
106 cm#2 s#1 (13.1 events), respectively.

With no !!e disappearance, we expect 2179! 89$syst%
events from reactors. The backgrounds in the reactor en-
ergy region listed in Table II sum to 276:1! 23:5; we also
expect geoneutrinos. We observe 1609 events.

Figure 1 shows the prompt energy spectrum of selected
!!e events and the fitted backgrounds. The unbinned data
are assessed with a maximum likelihood fit to two-flavor
neutrino oscillation (with #13 & 0), simultaneously fitting

the geoneutrino contribution. The method incorporates the
absolute time of the event and accounts for time variations
in the reactor flux. Earth-matter oscillation effects are
included. The best fit is shown in Fig. 1. The joint con-
fidence intervals give "m2

21 & 7:58'0:14
#0:13$stat%'0:15

#0:15$syst% "
10#5 eV2 and tan2#12 & 0:56'0:10

#0:07$stat%'0:10
#0:06$syst% for

tan2#12 < 1. A scaled reactor spectrum with no distortion
from neutrino oscillation is excluded at more than 5$. An
independent analysis using cuts similar to Ref. [2] gives
"m2

21 & 7:66'0:22
#0:20 " 10#5 eV2 and tan2#12 & 0:52'0:16

#0:10.
The allowed contours in the neutrino oscillation parame-

ter space, including "%2-profiles, are shown in Fig. 2. Only
the so-called LMA-I region remains, while other regions
previously allowed by KamLAND at(2:2$ are disfavored
at more than 4$. For three-neutrino oscillation, the data
give the same result for "m2

21, but a slightly larger uncer-
tainty on #12. Incorporating the results of SNO [16] and
solar flux experiments [17] in a two-neutrino analysis with
KamLAND assuming CPT invariance, gives "m2

21 &
7:59'0:21

#0:21 " 10#5 eV2 and tan2#12 & 0:47'0:06
#0:05.

To determine the number of geoneutrinos, we fit the
normalization of the !!e energy spectrum from the U and
Th-decay chains simultaneously with the neutrino oscilla-
tion parameters using the KamLAND and solar data. There
is a strong anticorrelation between the U and Th-decay
chain geoneutrinos, and an unconstrained fit of the indi-
vidual contributions does not give meaningful results.
Fixing the Th/U mass ratio to 3.9 from planetary data
[18], we obtain a combined U' Th best fit value of $4:4!
1:6% " 106 cm#2 s#1 (73! 27 events), in agreement with
the reference model.

The KamLAND data, together with the solar ! data, set
an upper limit of 6.2 TW (90% C.L.) for a !!e reactor source
at the Earth’s center [19], assuming that the reactor pro-
duces a spectrum identical to that of a slow neutron artifi-
cial reactor.

The ratio of the background-subtracted !!e candidate
events, including the subtraction of geoneutrinos, to no-
oscillation expectation is plotted in Fig. 3 as a function of
L0=E. The spectrum indicates almost two cycles of the
periodic feature expected from neutrino oscillation.

In conclusion, KamLAND confirms neutrino oscillation,
providing the most precise value of "m2

21 to date and
improving the precision of tan2#12 in combination with
solar ! data. The indication of an excess of low-energy
antineutrinos consistent with an interpretation as geo-
neutrinos persists.

The KamLAND experiment is supported by the
Japanese Ministry of Education, Culture, Sports, Science
and Technology, and under the United States Department
of Energy Office Grant No. DEFG03-00ER41138 and
other DOE grants to individual institutions. The reactor
data are provided by courtesy of the following electric
associations in Japan: Hokkaido, Tohoku, Tokyo,
Hokuriku, Chubu, Kansai, Chugoku, Shikoku, and
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FIG. 3 (color). Ratio of the background and geoneutrino-
subtracted !!e spectrum to the expectation for no-oscillation as
a function of L0=E. L0 is the effective baseline taken as a flux-
weighted average (L0 & 180 km). The energy bins are equal
probability bins of the best fit including all backgrounds (see
Fig. 1). The histogram and curve show the expectation account-
ing for the distances to the individual reactors, time-dependent
flux variations, and efficiencies. The error bars are statistical
only and do not include, for example, correlated systematic
uncertainties in the energy scale.
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are taken from [11]. This neutrino spectrum has been
tested to a few percent with short-baseline reactor !!!e
experiments [5,12]. The finite lifetimes of fission prod-
ucts introduce a 0.28% uncertainty to the !!!e flux. The
contribution from Korean reactors is estimated to be
!2:46" 0:25#% based on reported electric power gen-
eration. The rest of the World’s reactors contribute
!0:70" 0:35#% from an estimate using reactor specifica-
tions from the International Nuclear Safety Center [13].
In the absence of !!!e disappearance the expected number
of !!!e events is 86:8" 5:6; the systematic error contribu-
tions are listed in Table II.

The antineutrinos at KamLAND are provided by many
nuclear reactors but the flux is actually dominated by a
few powerful reactors at an average distance of $180 km.
More than 79% of the flux is from 26 reactors between
138–214 km away. One close reactor at 88 km contributes
6.7%; other reactors are more than 295 km away. The
relatively narrow band of distances allows KamLAND to
be sensitive to spectral distortions for certain oscillation
parameters.

Figure 3 shows the energy distribution of delayed co-
incidence events with no energy cuts. A well-separated
cluster of 2.2 MeV capture "’s is evident. One observed
event with delayed energy around 5 MeV and prompt
energy of about 3.1 MeV (not shown in Fig. 3) is consistent
with the expected neutron radiative capture rate on 12C.

The observed space-time correlation of the prompt and
delayed events agrees with expectations, and the mea-
sured capture time of 188" 23 #sec is consistent with
predictions for LS. After applying all the prompt and
delayed energy cuts, 54 events remain. Accounting for
$1 background event the probability of a fluctuation from
86.8 expected is <0:05% by Poisson statistics. The ratio
of observed reactor !!!e events to expected in the absence
of neutrino disappearance is

Nobs % NBG

Nexpected
& 0:611" 0:085!stat# " 0:041!syst#:

Figure 4 shows the ratio of measured to expected flux for
KamLAND as well as previous reactor experiments as a
function of the average distance from the source.

The expected prompt positron spectrum with no oscil-
lations and the best fit with reduced $2 & 0:31 for 8
degrees of freedom for two-flavor neutrino oscilla-
tions above the 2.6 MeV threshold are shown in Fig. 5.
A clear deficit of events is evident. At the 93% C.L.
the data are consistent with a distorted spectrum shape
expected from neutrino oscillations, but a scaled no-
oscillation shape is also consistent at 53% C.L. as deter-
mined by Monte Carlo.

The neutrino oscillation parameter region for two-
neutrino mixing is shown in Fig. 6. The dark shaded
area is the MSW-LMA [19] region at 95% C.L. derived
from [16]. The shaded region outside the solid line is
excluded at 95% C.L. from the rate analysis with
$2 ' 3:84 and

TABLE II. Estimated systematic uncertainties (%).

Total LS mass 2.1 Reactor power 2.0
Fiducial mass ratio 4.1 Fuel composition 1.0
Energy threshold 2.1 Time lag 0.28
Efficiency of cuts 2.1 !!! spectra [11] 2.5
Live time 0.07 Cross section [14] 0.2

Total systematic error 6.4%

FIG. 3 (color). Distribution of !!!e candidates after fiducial
volume, time, vertex correlation, and spallation cuts are ap-
plied. For !!!e events the prompt energy is attributed to positrons
and the delayed energy to neutron capture. Events within the
horizontal lines bracketing the delayed energy of 2.2 MeV are
consistent with thermal neutron capture on protons.
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FIG. 4 (color). The ratio of measured to expected !!!e flux
from reactor experiments [15]. The solid circle is the
KamLAND result plotted at a flux-weighted average distance
of $180 km. The shaded region indicates the range of flux
predictions corresponding to the 95% C.L. LMA region from a
global analysis of the solar neutrino data [16]. The dotted
curve, sin22% & 0:833 and "m2 & 5:5( 10%5 eV2 [16], is rep-
resentative of a best-fit LMA prediction and the dashed curve is
expected for no oscillations.
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The neutrino states are expressed in the usual bra-ket notation. The matrix U↵i

is commonly called mixing matrix and its elements can be expressed in terms of
a scalar product of the state vectors:

U↵i = h⌫↵|⌫ii. (1.2)

In the case of three neutrino flavor and massive states, it’s known as the
Pontecorvo-Maki-Nakagawa-Sakata mixing matrix, after the founders of the idea
of neutrino mixing and of the formalism [11, 12]. The matrix is commonly
parametrized with three angles, ✓12, ✓13, ✓23, and three complex phases, �CP,
�1, �2:

UPMNS =
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where I used a shortcut notation of the trigonometric functions of the mixing
angles, Cjk = cos ✓jk, Sjk = sin ✓jk, Ŝ13 = e

i�CP sin ✓13. This is the most general
parametrization of any unitary matrix. �1 and �2 are the so called Majorana
phases1 and are relevant only if the neutrinos are Majorana particles. They,
however, do not contribute to the neutrino oscillations as will be shown later in
this chapter.
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After a flavor state is produced, its massive parts evolve in time di↵erently chang-
ing composition of the state and generating the oscillation of the probability that
the flavor can be detected again. In quantum mechanics evolution of any state
is determined by the evolution operator and time evolution of a flavor state |⌫↵i
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� after time t is defined as

p↵!�(t) = |h⌫�|⌫↵(t)i|2 . (1.5)
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for example in [13].

2Unless stated otherwise, I will use the natural system of units in which reduced Planck
constant and speed of light are set to unity, ~ = c = 1.
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�Ŝ13 0 C13

1

A

0

@
C12 S12 0
�S12 C12 0
0 0 1

1

A

0

@
e
i�1

e
i�2

1

1

A ,

(1.3)

where I used a shortcut notation of the trigonometric functions of the mixing
angles, Cjk = cos ✓jk, Sjk = sin ✓jk, Ŝ13 = e
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Oscillation parameters

Parameter Value Precision

Δm21
2 7.53×10-5 eV2 2.4%

|Δm32
2|≃|Δm31

2| 2.45×10-3 eV2 1.4%

θ12 33° 4.2%

θ23 47° 3.8%

θ13 9° 2.8%

δCP ?

11
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September 28th, 2021 Mattia Fanì | The Deep Underground Neutrino Experiment

Open questions about neutrinos

๏ Theorized in the 1930s, discovered in the 1950s,  
studied for about a century

๏ Much is still unknown:
• What are the absolute masses of neutrinos? 
• Neutrino mass hierarchy - which neutrino is the lightest?
• Why neutrino mixing is very different from quark mixing? 
• Are there more than 3 neutrino flavors?
• CP violation in the neutrino sector - are neutrinos 

favored over antineutrinos in fundamental reactions?
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[Image credit: MPKI]
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B. Roskovec - Charles University Neutrino Experiments

Open Fundamental Questions about Neutrinos

 2

Atmospheric, accelerator ν

Reactor L~2 km, accelerator ν

Solar, reactor L~60 km ν

cij=cosθij 
sij=sinθij 

Δm2ij≡m2i-m2j

Parameter Value Precision Open questions
Δm212 7.53×10-5 eV2 2.4% —

|Δm322|≃|Δm312| 2.45×10-3 eV2 1.4% Ordering?⇔Δm322≶0 a 
θ12 33º 4.2% —
θ23 47º 3.8% Maximal?⇔θ23⋛45º
θ13 9º 2.8 % —
δCP ~-π/2 ~30% Value?
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What is the absolute mass?
Is neutrino a Majorana particle?
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Missing – “Known Unknowns”

• θ23⋛ 45° – DUNE, HyperK
• Mass ordering – JUNO, DUNE, HyperK
• Absolute mass – KATRIN
• Is neutrino Majorana or Dirac particle? – searches for 0𝜈ββ
• CP violation and value of δCP – DUNE, HyperK
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NOvA (USA) and T2K (Jpn)

17Mayly Sanchez - FSU

R E S U LT:  C O M PA R I S O N  W I T H  
I N D I V I D U A L  E X P E R I M E N T S
• The joint result disfavors (slightly) the Normal Ordering where the individual experiments 

preferred differing phase-spaces in δCP.  

• Provides tighter constraint in the Inverted Ordering where there was good agreement 
between NOvA-only and T2K-only fits. 

16

Comparison to NOvA and T2K results

Joe Walsh, Michigan State University 30

M.Sanchez, Moriond 2024



Deep Underground Neutrino Experiment

• Goal: precise measurement of neutrino oscillation parameters
• From oscillations of accelerator neutrinos over a long baseline

18
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Beam and Near Detector at FNAL

20

September 28th, 2021 Mattia Fanì | The Deep Underground Neutrino Experiment

Beamline

8

๏Proton beam line
• Produce neutrino beam by focusing charged pions and 

allowing them to decay
• Can operate in neutrino and antineutrino modes

๏Proton Improvement Plan-II (PIP-II)
• 1.2 MW (2.4 MW) proton beam, ready to operate late 2020s
• Accelerated to 60-120 GeV by FNAL accelerator complex
• Bent down at 5.8˚ to reach Sanford
• Horns/beam line designed to maximize CP violation 

sensitivity

๏ Expected neutrino fluxes available:
• Neutrino-enhanced, Forward Horn Current (FHC),
• Antineutrino-enhanced, Reverse Horn Current (RHC)

On-axis wide band beam covering main oscillation features

[FHC]

[Eur. Phys. J. C 80 (2020) 10, 978]
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Figure 5.4: Neutrino fluxes at the FD for neutrino mode (left) and antineutrino mode (right).

that dominate the lowest neutrino energy bins. The NA61 experiment at CERN has taken data
that will constrain many higher energy interactions, including pion reinteractions. It also plans
to measure hadrons produced o� of a replica LBNF target, which would provide tight constraints
on all interactions occurring in the target. A similar program at NA61 has reduced flux uncer-
tainties for T2K from 10% to 5% [149], and NOvA is currently analyzing NA61 replica target
data [150]. Another proposed experiment, the LBNF spectrometer, would measure hadrons after
both production and focusing in the horns, e�ectively constraining nearly all hadron production
uncertainties, and could also enable measurement of the impact on focused hadrons of shifted
alignment parameters (which is currently taken from simulations). The neutrino flux uncertain-
ties, as well as their bin-to-bin and flavor-to-flavor correlations, are very sensitive to correlations
in hadron production measurements. None of the currently available measurements have provided
correlations, so the uncertainty estimates make basic assumptions that statistical uncertainties are
not correlated between bins but systematic uncertainties are completely correlated. New hadron
production measurements that cover phase space similar to past measurements but that provide
bin-to-bin correlations would also improve the quality of the estimated neutrino flux uncertainties
at DUNE.

The unoscillated fluxes at the near detector (ND) and FD are similar, but not identical (since the
ND sees a line source, while the FD sees a point source. The relationship is well understood, and
flux uncertainties mostly cancel for the ratio of fluxes between the two detectors. Uncertainties on
the ratio are around 1% or smaller except at the falling edge of the focusing peak, where they rise
to 2%. The far to near flux ratio and uncertainties on this ratio are shown in Fig. 4.8.

The peak energy of neutrino flux falls o� and the width of the peak narrows as the distance from
the beams central axis increases. The flux at these “o�-axis” positions can be understood through
the relationship between the parent pion energy and neutrino energy, as shown in Figure 4.9. For
an o�-axis angle relative to the initial beam direction, the subsequent neutrino energy spectra is
narrower and peaked at a lower energy than the on-axis spectra. At 575 m, the location of the ND
hall, a lateral shift of 1 m corresponds to approximately a 0.1¶ change in o�-axis angle.

DUNE Physics The DUNE Technical Design Report



Near Detector Site

• Neutrino flux monitoring
• Cross secNon measurement
• PredicNons for Far Detector
• RelaSve measurement = 

constraint on systemaScs

21



Far Detector Site

22

Former gold mines in South Dakota



Far Detector Site
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Cryostat
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Liquid Argon TPC – LArTPC

• 3D images from drifted 
charge
• Scintillation light collected

by photon detection system 
è time to anchor in drift 
direction

25



Example of ProtoDUNE Test-Beam Pion Event

You Inst Logo

Liquid Argon Time Projection Chamber (LArTPC)

7 HQL 2021 Wanwei Wu | Status, Progress, Plans and the Expected Physics of DUNE

Primary detector technology for DUNE
• Detailed images of events
• Excellent spatial and calorimetric 

resolutions 6 GeV pion

X

26

Wire distance = 0.5 cm
1 TDC = 0.5 μs



3

DUNE Far Site
SURF in Lead, South Dakota
Cavern excavation completed Feb 1, 2024 - outfitting & receive cryostats
4850 ft underground, 8 soccer fields, 800 ktons of rock
Could house up to four 17 kt LAr TPC far detector modules Status

• Caverns excavated!
• 1st detector expected running 

in about 6 years

27
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Figure 5.1: The appearance probability at a baseline of 1300 km, as a function of neutrino energy, for
”CP = ≠fi/2 (blue), 0 (red), and fi/2 (green), for neutrinos (left) and antineutrinos (right), for normal
ordering. The black line indicates the oscillation probability if ◊13 were equal to zero. Note that DUNE
will be built at a baseline of 1285 km

where �ij = �m2

ij
L/4E‹ , a = GF Ne/

Ô
2, GF is the Fermi constant, Ne is the number density

of electrons in the Earth, L is the baseline in km, and E‹ is the neutrino energy in GeV. In
the equation above, both ”CP and a switch signs in going from the ‹µ æ ‹e to the ‹̄µ æ ‹̄e

channel; i.e., a neutrino-antineutrino asymmetry is introduced both by CPV (”CP) and the matter
e�ect (a). The origin of the matter e�ect asymmetry is simply the presence of electrons and
absence of positrons in the Earth. In the few-GeV energy range, the asymmetry from the matter
e�ect increases with baseline as the neutrinos pass through more matter; therefore an experiment
with a longer baseline will be more sensitive to the neutrino mass ordering. For baselines longer
than ≥1200 km, the degeneracy between the asymmetries from matter and CPV e�ects can be
resolved [11]. DUNE, with a baseline of 1285 km, will be able to unambiguously determine the
neutrino mass ordering and measure the value of ”CP [139].

The electron neutrino appearance probability, P (‹µ æ ‹e), is shown in Figure 5.1 at a baseline of
1300 km as a function of neutrino energy for several values of ”CP. As this figure illustrates, the
value of ”CP a�ects both the amplitude and phase of the oscillation. The di�erence in probability
amplitude for di�erent values of ”CP is larger at higher oscillation nodes, which correspond to
energies less than 1.5 GeV. Therefore, a broadband experiment, capable of measuring not only the
rate of ‹e appearance but of mapping out the spectrum of observed oscillations down to energies
of at least 500 MeV, is desirable.

In the particular expression of the PMNS matrix shown in Equation 5.2, the middle factor labeled
“II” describes the mixing between the ‹1 and ‹3 mass states, and depends on the CP-violating phase
”CP. The variation in the ‹µ æ ‹e oscillation probability with the value of ”CP indicates that it is
experimentally possible to measure the value of ”CP at a fixed baseline using only the observed shape
of the ‹µ æ ‹e or the ‹̄µ æ ‹̄e appearance signal measured over an energy range that encompasses

DUNE Physics The DUNE Technical Design Report

DUNE’s Physics Scope

CP viola7on

28

Probability
neutrino anS-neutrino



DUNE’s Physics Scope

CP viola7on

29



K. Wood - CoSSURF 2024

• DUNE will also greatly improve constraints on Δm2
32 and sin2(2θ23)

– Electron neutrino appearance will also constrain sin2(θ23) → octant sensitivity
• Competitive precision on sin2(2θ13) with reactors in the long term

DUNE: Bringing Precision to PMNS

NuFit 5.0: JHEP 09 (2020) 178
NuFit 5.0

NuFit 5.0

DUNE’s Physics Scope

CP violation
Precision measurement: Δm32

2 - mass ordering, θ23 - octant

30



DUNE’s Physics Scope

CP violaNon
Precision measurement: Δm32

2 - mass ordering, θ23 - octant
Non-beam physics
• BSM nucleon transiSons: Proton decay, n-n̅ transiSon
• Low energy neutrinos: Supernova, Solar

31



Core-collapse Supernova

• I am not an expert 😬
• One possible end of a star
• CriNcal mass of Fe core ~ 1.4 M⊙

• Core collapse
• Rebound in ~10-2 s
• Release of energy in 𝜈 and 𝜈̅
• About 1053 ergs in 1058 neutrinos @ ~ 10 MeV
• Small part (~1%) transformed to visible explosion

32

Layers not to scale, source: Wikipedia.org



Phases

• Infall – 𝜈e
• Neutroniza7on – 𝜈e , e- + p -> 𝜈e + n
• Accre7on – outer mass falls onto 

the core
• Cooling – most energy in ~10 s

33
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binding energy of the 1.4M⊙ collapsed core – some 10% of
its rest mass – is emitted in neutrinos.

2.2 Stages of the explosion

The core-collapse neutrino signal starts with a short, sharp
“neutronization” (or “break-out”) burst primarily composed
of νe from e−+ p → νe+n. These neutrinos are messengers
of the shock front breaking through the neutrinosphere (the
surface of neutrino trapping): when this happens, iron is dis-
integrated, the neutrino scattering rate drops and the lepton
number trapped just below the original neutrinosphere is sud-
denly released. This quick and intense burst is followed by
an “accretion” phase lasting some hundreds of milliseconds,
depending on the progenitor star mass, as matter falls onto
the collapsed core and the shock is stalled at the distance of
∼ 200 km. The gravitational binding energy of the accret-
ing material is powering the neutrino luminosity during this
stage. The later “cooling” phase over ∼10 s represents the
main part of the signal, over which the proto-neutron star
sheds its trapped energy.

The flavor content and spectra of the neutrinos emitted
from the neutrinosphere change throughout these phases, and
the supernova’s evolution can be followed with the neutrino
signal.

The physics of neutrino decoupling and spectra formation
is far from trivial, owing to the energy dependence of the cross
sections and the roles played by both CC and neutral-current
(NC) reactions. Detailed transport calculations using meth-
ods such as MC or Boltzmann solvers have been employed. It
has been observed that flux spectra coming out of such sim-
ulations can typically be parameterized at a given moment in
time by the following ansatz (e.g., [10,11]):

φ(Eν) = N
(

Eν

⟨Eν⟩

)α

exp
[
− (α + 1)

Eν

⟨Eν⟩

]
, (0)

where Eν is the neutrino energy, ⟨Eν⟩ is the mean neutrino
energy, α is a “pinching parameter”, and N is a normaliza-
tion constant related to the total luminosity. Large α cor-
responds to a more “pinched” spectrum (suppressed tails
at high and low energy). This parameterization is referred
to as a “pinched-thermal” form. The different νe, νe and
νx (x = µ, τ, µ̄, τ̄ ) flavors are expected to have different
average energy and α parameters and to evolve differently in
time.

The initial spectra get further processed by flavor transi-
tions, and understanding these oscillations is very impor-
tant for extracting physics from the detected signal (see
Sect. 2.4.1).

In general, one can describe the neutrino flux as a function
of time by specifying the three pinching parameters in suc-
cessive time slices. Figure 1 gives an example of pinching
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Fig. 1 Expected time-dependent flux parameters for a specific model
for an electron-capture supernova [8]. No flavor transitions are assumed.
The top plot shows the luminosity as a function of time, the second plot
shows average neutrino energy, and the third plot shows the α (pinching)
parameter. The vertical dashed line at 0.02 s indicates the time of core
bounce, and the vertical lines indicate different eras in the supernova
evolution. The leftmost time interval indicates the infall period. The
next interval, from core bounce to 50 ms, is the neutronization burst
era, in which the flux is composed primarily of νe. The next period,
from 50 to 200 ms, is the accretion period. The final era, from 0.2 to
9 s, is the proto-neutron-star cooling period. The general features are
qualitatively similar for most core-collapse supernova models

parameters as a function of time for a specific model, and
Fig. 2 shows the spectra for the three flavors as a function
of time corresponding to this parameterized description. We
have verified that the time-integrated spectrum for each fla-
vor is expected to be reasonably well approximated by the
pinched-thermal form as well.

2.3 Astrophysical observables

A number of astrophysical phenomena associated with super-
novae are expected to be observable in the supernova neu-
trino signal, providing a remarkable window into the event. In
particular, the supernova explosion mechanism, which in the
current paradigm involves energy deposition into the stellar
envelope via neutrino interactions, is still not well under-
stood, and the neutrinos themselves will bring the insight
needed to confirm or refute the paradigm.

There are many other examples of astrophysical observ-
ables:

– The initial burst, primarily composed of νe and called
the “neutronization” or “breakout” burst, represents only
a small component of the total signal. However, flavor
transition effects can manifest themselves in an observ-
able manner in this burst, and flavor transformations can

123
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Garching model



Eur. Phys. J. C           (2021) 81:423 Page 9 of 26   423 

Fig. 2 Examples of time-dependent neutrino spectra for the electron-
capture supernova model [8] parameterized in Fig. 1, on three different
timescales. The x-axis for all plots indicates time in seconds and the
y-axis indicates neutrino energy in MeV. The z-axis color-shading units
are neutrinos per cm2 per millisecond per 0.2 MeV. Note the different

z scales in the panels. Core bounce is at t = 0. Top: νe. Center: ν̄e.
Bottom: νx . Flavor transition effects are not included here; note they
can have dramatic effects on the spectra. Figure modified from Ref. [9]
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Eur.Phys.J.C 81 (2021) 5, 423

𝜈e

𝜈 ̅e

𝜈x+𝜈 ̅x

Energy 
Spectrum

34

• Dependent on models
• Measuring spectrum vs 

time would help 
constraining
• Expect ~1000 𝜈e events 

from 10 kpc (Milky Way 
centre)
• But very rare – once 

every few decades 
within ~20 kpc



Low-E Calorimetry

• TPC charge signal à energy
• DUNE designed for ~1 GeV
• Improvements at ~10 MeV?

35
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Fig. 4 Left: DUNE event display showing a simulated neutrino-
electron ES event (10.25 MeV electron) with track reconstruction. The
vertical dimension indicates time and the horizontal dimension indicates
wire number. Color represents charge. The top panel shows the collec-
tion plane and the bottom panels show induction planes. The boxes

represent reconstructed hits. Right: simulated νeCC event (20.25 MeV
neutrino), showing electron track and blips from Compton-scattered
gammas. The events have different spatial scales, as indicated on the
figures

although some may interact to produce observable deexcita-
tions via inelastic scatters on argon. Such MeV-scale activ-
ity associated with neutrino interactions has been observed
in the ArgoNeuT LArTPC [85]. ES on electrons will result
in single scattered electron tracks, and single or cascades
of gamma rays may result from NC excitations of the argon
nucleus. Each interaction category has, in principle, a distinc-
tive signature. Figure 4 shows examples of simulated νeCC
and neutrino-electron ES interactions in DUNE.

The canonical event reconstruction task is to identify the
interaction channel, the neutrino flavor for CC events, and
to determine the four-momentum of the incoming neutrino;
this overall task is the same for low-energy events as for
high-energy ones. The challenge is to reconstruct the prop-
erties of the lepton (if present), and to the extent possible, to
tag the interaction channel by the pattern of final-state parti-
cles. LArSoft [86] open-source event simulation and recon-
struction software tools for low-energy events is employed;
a full description of the algorithms is beyond the scope of
this work. Performance is described in Sect. 5.2.2. Enhanced
tools are under development, for example for interaction
channel tagging; however, standard tools already provide
reasonable capability for energy reconstruction and tracking
of low-energy events. Event reconstruction in this energy
range has been demonstrated by MicroBooNE for Michel
electrons [87].

5.2.1 Event generation

MARLEY (Model of Argon Reaction Low Energy Yields) [5,
82] simulates tens-of-MeV neutrino-nucleus interactions in
liquid argon. For the studies here, MARLEY was only used
to simulate CC νe scattering on 40Ar,3 but other reaction
channels will be added in the future.

MARLEY weights the incident neutrino spectrum accord-
ing to the assumed interaction cross section, selects an initial
excited state of the residual 40K∗ nucleus, and samples an
outgoing electron direction using the allowed approximation
for the νeCC differential cross section, i.e., the zero momen-
tum transfer and zero nucleon velocity limit of the tree-level
νeCC differential cross section, which may be written as

dσ

d cos θ
= G2

F |Vud |2
2π

|pe| Ee F(Z f ,βe)

×
[
(1 + βe cos θ)B(F)+

(
3 − βe cos θ

3

)
B(GT )

]
.

In this expression, θ is the angle between the incident
neutrino and the outgoing electron, GF is the Fermi con-
stant, Vud is the quark mixing matrix element, F(Z f ,βe)

is the Fermi function, and |pe|, Ee, and βe are the outgo-
ing electron’s three-momentum, total energy, and velocity,

3 The studies here were done with MARLEY v1.1.1. We note that for
MARLEY v1.2.0 and later, event rates are higher.
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LArIAT

36

3

Due to the stochastic nature of bremsstrahlung radia-
tion, energy is deposited over a wider and more variable
range of dE/dx in EM showers compared to energy de-
posited by simple, minimally ionizing particle tracks. As-
suming a uniform R is therefore not realistic. However,
by combining Eqs. (1) and (2), the deposited energy can
be more holistically determined by exploiting the com-
plementarity of Q and L, foregoing the need to correct
for recombination:

EQL = (Q+ L)⇥Wph. (4)

The prospect of combining charge and light for calori-
metric neutrino reconstruction in LArTPCs was explored
previously through simulations by Sorel [20], though that
work focused on neutrino interactions at the GeV scale.
In this paper, we demonstrate light-augmented calori-
metric measurements relevant to astrophysical ⌫e inter-
actions using data from the LArIAT experiment [21].
We then utilize the LArIAT detector simulation, which
has been carefully tuned and cross-checked with data,
to study a variety of realistic performance scenarios for
large LArTPC neutrino detectors.

II. THE LARIAT EXPERIMENT

LArIAT (Liquid Argon In A Testbeam) is a LArTPC
that ran in a charged particle beamline at Fermilab’s
Test Beam Facility [22] from 2015 to 2017. Its cryo-
stat and TPC, shown in Fig. 2, were inherited from
ArgoNeuT [23]. The TPC’s 170-liter active volume is
40 cm tall (ŷ) and 90 cm long in the beam direction (ẑ)
with a width of 47.5 cm along the electron drift direc-
tion (x̂). New wire planes and readout electronics were
installed on the TPC. The wire planes are comprised of
one nonreadout-instrumented 225-wire shield plane, as
well as 240-wire induction and collection readout planes,
each with an in-plane wire separation of 4 mm. Wires on
the induction and collection planes are oriented at ±60�

relative to the beam direction. At the nominal electric
field strength of E = 484V/cm, the total electron drift
time is approximately 320µs. Wire signals are digitized
with a sampling period of 128 ns.

LArIAT’s photon detection system is unique among
existing LArTPCs. To match the spectral sensitivity
of most photodetectors, light collection in LAr typi-
cally relies on the use of wavelength-shifting tetraphenyl
butadiene (TPB) to down-convert the VUV scintilla-
tion photons (� = 128 nm [9]) into the visible regime
(� ⇡ 430 nm). To accomplish this in LArIAT, the four
walls of the TPC field cage are lined with highly reflec-
tive dielectric foils that have been evaporatively coated
with a layer of TPB. Compared to more traditional meth-
ods where TPB is coated on or suspended in front of the
windows of the photodetectors, LArIAT’s use of reflec-
tor foils increases the average light yield by a factor of
⇡ 2 and improves LY spatial uniformity within the active
volume.

FIG. 2. The LArIAT TPC sitting inside the inner cryostat
(top), and a view of the TPB-coated foils mounted to the field
cage walls from behind the anode wire planes (bottom).

The wavelength-shifted light is then detected primar-
ily by two cryogenic photomultiplier tubes (PMTs): a
3-inch-diameter Hamamatsu (HMM) R-11065 and a 2-
inch-diameter Electron Tubes Limited (ETL) D757-KFL.
These PMT models were previously tested at cryogenic
temperature for WArP [24]. Each PMT is suspended be-
hind the wire planes with about 5 cm of clearance using
a plastic support structure, shown in Fig. 3, attached to
the side access flange of the cryostat. Prior to LArIAT’s
Run II, a translucent film of a TPB/polystyrene solution
was added to the window of the ETL PMT, allowing some
of the VUV scintillation light to down-convert directly at
the face of the PMT. Optical signals for each triggered
event are digitized with a sampling period of 1 ns for a
duration of 28µs using a CAEN V1751 digitizer modified
to have a dynamic range of 200mV [25].

In LArIAT, decay electrons from at-rest muons, known
as Michel electrons, serve as a proxy for ⌫e-CC final
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The wavelength-shifted light is then detected primar-
ily by two cryogenic photomultiplier tubes (PMTs): a
3-inch-diameter Hamamatsu (HMM) R-11065 and a 2-
inch-diameter Electron Tubes Limited (ETL) D757-KFL.
These PMT models were previously tested at cryogenic
temperature for WArP [24]. Each PMT is suspended be-
hind the wire planes with about 5 cm of clearance using
a plastic support structure, shown in Fig. 3, attached to
the side access flange of the cryostat. Prior to LArIAT’s
Run II, a translucent film of a TPB/polystyrene solution
was added to the window of the ETL PMT, allowing some
of the VUV scintillation light to down-convert directly at
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FIG. 3. LArIAT’s photodetector system for collecting light inside the TPC (left), and a schematic which illustrates a VUV scin-
tillation photon propagating from an energy deposition site, undergoing Rayleigh scattering, and subsequently being wavelength-
shifted and reflected by TPB-coated foils (right).

FIG. 4. A stopping muon candidate from data, with its decay
electron, acquired by the Michel electron trigger. Vertical
columns of pixels represents the raw signal collected on each
wire over the drift time. Samples less than 20 ADC in absolute
value are uncolored.

states. Michel electrons have a well-measured energy
spectrum in the range of 0-53 MeV [26], closely approx-
imating the expected energy range of solar or supernova
⌫e. To acquire a sample of Michel electrons in LArIAT, a
hardware-level trigger [21] was set up to prompt readout
of events in which both PMTs observe a delayed double-
pulse topology, with a delayed coincidence window set to
accept a maximum pulse separation of 7µs. This trigger
was used during a dedicated period of cosmic readout fol-
lowing each beam spill in order to select events containing
cosmic muons that stop and decay within the active vol-
ume of the TPC. A Michel electron candidate event from
LArIAT is shown in Fig. 4.

The following sections cover the reconstruction and
analysis of a sample of Michel electrons collected over a
10-day period during LArIAT’s Run IIB when the light-
based trigger was stable and functioning optimally.

III. MICHEL ELECTRON RECONSTRUCTION

Here we review the process of identifying and recon-
structing Michel electrons in our sample. Data process-
ing is performed in LArSoft [27], a software framework
containing algorithms and modules tailored for common
LArTPC reconstruction tasks.

A. Charge clustering and shower reconstruction

Wire signals from both planes are first de-convolved
with the known charge response function of the LAr
preamplifiers, and the resulting unipolar pulses corre-
sponding to charge depositions are identified as hits and
fit to Gaussians. Using LArSoft’s general-purpose clus-
tering and tracking algorithms [28, 29], linelike groups of
wire hits are formed into 3D tracks. Events with a track
extending from the TPC boundaries to a point within
a fiducial volume are tagged as stopping cosmic muon
candidates.
Distinctive characteristics of the muon-plus-electron

event topology help identify the boundary between
charge from the muon and the decay electron. For in-
stance, a muon deposits an increasing amount of energy
per unit length as it loses energy, resulting in a visible
Bragg peak just prior to its stopping point. In addition,
the outgoing decay electron will emanate in a random
direction, often creating a visible “kink” in the spatial
pattern of charge. A cluster profiling procedure adapted
from MicroBooNE [30], with modifications to account
for LArIAT’s smaller size, is used to search for these two
defining features.
First, wire hits are mapped into a 2D space of wire

coordinate (W ), defined as the wire number multiplied
by the wire separation distance, and drift distance coor-
dinate (X) calculated as X = t ⇥ vd where t is the hit’s
drift time and vd the electron drift velocity. A proximity-
based clustering is performed within this 2D W-X space
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FIG. 3. LArIAT’s photodetector system for collecting light inside the TPC (left), and a schematic which illustrates a VUV scin-
tillation photon propagating from an energy deposition site, undergoing Rayleigh scattering, and subsequently being wavelength-
shifted and reflected by TPB-coated foils (right).

FIG. 4. A stopping muon candidate from data, with its decay
electron, acquired by the Michel electron trigger. Vertical
columns of pixels represents the raw signal collected on each
wire over the drift time. Samples less than 20 ADC in absolute
value are uncolored.

states. Michel electrons have a well-measured energy
spectrum in the range of 0-53 MeV [26], closely approx-
imating the expected energy range of solar or supernova
⌫e. To acquire a sample of Michel electrons in LArIAT, a
hardware-level trigger [21] was set up to prompt readout
of events in which both PMTs observe a delayed double-
pulse topology, with a delayed coincidence window set to
accept a maximum pulse separation of 7µs. This trigger
was used during a dedicated period of cosmic readout fol-
lowing each beam spill in order to select events containing
cosmic muons that stop and decay within the active vol-
ume of the TPC. A Michel electron candidate event from
LArIAT is shown in Fig. 4.

The following sections cover the reconstruction and
analysis of a sample of Michel electrons collected over a
10-day period during LArIAT’s Run IIB when the light-
based trigger was stable and functioning optimally.

III. MICHEL ELECTRON RECONSTRUCTION

Here we review the process of identifying and recon-
structing Michel electrons in our sample. Data process-
ing is performed in LArSoft [27], a software framework
containing algorithms and modules tailored for common
LArTPC reconstruction tasks.

A. Charge clustering and shower reconstruction

Wire signals from both planes are first de-convolved
with the known charge response function of the LAr
preamplifiers, and the resulting unipolar pulses corre-
sponding to charge depositions are identified as hits and
fit to Gaussians. Using LArSoft’s general-purpose clus-
tering and tracking algorithms [28, 29], linelike groups of
wire hits are formed into 3D tracks. Events with a track
extending from the TPC boundaries to a point within
a fiducial volume are tagged as stopping cosmic muon
candidates.
Distinctive characteristics of the muon-plus-electron

event topology help identify the boundary between
charge from the muon and the decay electron. For in-
stance, a muon deposits an increasing amount of energy
per unit length as it loses energy, resulting in a visible
Bragg peak just prior to its stopping point. In addition,
the outgoing decay electron will emanate in a random
direction, often creating a visible “kink” in the spatial
pattern of charge. A cluster profiling procedure adapted
from MicroBooNE [30], with modifications to account
for LArIAT’s smaller size, is used to search for these two
defining features.
First, wire hits are mapped into a 2D space of wire

coordinate (W ), defined as the wire number multiplied
by the wire separation distance, and drift distance coor-
dinate (X) calculated as X = t ⇥ vd where t is the hit’s
drift time and vd the electron drift velocity. A proximity-
based clustering is performed within this 2D W-X space
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FIG. 8. An optical signal from the ETL PMT for a Michel
electron candidate event. The prompt and total light integra-
tion regions are highlighted.

count for the component of TPB fluorescence with the
longest lifetime, ⌧⇤ = 3.55 µs, which comprises 8% of the
re-emitted visible light [31]. The normalization factor B
is fixed to values based on fits of Eq. 8 to average wave-
forms from independent samples of cosmic muons that
cross the TPC. The fitted function Slate is extrapolated
through the integration regions of the Michel pulse to
get an estimation of the muon late-light contamination,
which is subtracted from the S100 and Stotal integrals
accordingly.

To validate the data sample, the measured distribu-
tion of muon decay times is fitted to extract the negative
muon lifetime and estimate the sample purity. Based on
a flat background term, the sample is estimated to have a
purity of > 95%. The relative normalization of fit compo-
nents representing the positive and negative muon pop-
ulations is also used to estimate the cosmic muon charge
ratio. These calculations are detailed in Appendix A.

IV. SIMULATION

An accurate simulation of the LArIAT detector is crit-
ical for assessing our energy resolution. The Geant4 [32]
framework is used to generate and propagate a sample
of cosmic muons through the LArIAT geometry follow-
ing a cos2 ✓ angular distribution relative to the zenith.
The momenta of generated muons is limited to a range
of p = 50-300 MeV/c in order to maximize the number
of muons that stop and decay in the detector. The sim-
ulation of charge deposition, recombination, drift, and
detector response is then handled by LArSoft [27].

Due to LArIAT’s limited size, many bremsstrahlung

FIG. 9. Simulated distribution of the initial Michel electron
energy (hEi = 36.7 MeV) compared to the visible energy
deposited in the LArIAT active volume (hEdepi = 28.2 MeV).

photons emitted by the Michel electron escape the LAr
active volume before pair-producing or Compton scatter-
ing, or the electron itself will sometimes leave the TPC.
Because these e↵ects limit the detectable energy as shown
in Fig. 9, the characteristic energy cuto↵ in the Michel
spectrum is not resolvable without detailed containment
corrections, which are not attempted in this analysis.

A. Charge and light production

Each energy deposition simulated in Geant4 is first
apportioned to Ar⇤2 excimers (Nex) and electron-ion
pairs (Ni) according to the excitation ratio in LAr,
↵ = Nex/Ni = 0.21 [5, 7]. The number of ion-
ization electrons surviving recombination (Ne) is deter-
mined from the dE/dx of the particle step using one of
two parametrized models: the Modified Box Model for
dE/dx & 1.7MeV/cm, since it more accurately describes
data at higher ionization densities [19]; and the Birks
Model [18] for smaller dE/dx where the Modified Box
model starts to fail as illustrated in Fig. 10. Electrons
are then drifted to the wireplanes with an impurity atten-
uation lifetime, ⌧e, set to match average values measured
from independent samples of cosmic muons in data that
cross the long diagonal of the TPC [21].
The final number of photon-producing Ar⇤2 generated

in the ionization (N�) is determined from Eq. 1 such
that the anticorrelation expected between N� and Ne

is preserved after recombination. Excimers are then di-
vided into fast (singlet) and slow (triplet) populations
using ratios from literature. A singlet-to-triplet ratio of
Is/It = 0.51 is applied for muon and electron-induced
ionization while Is/It = 0.3 is used for ionization in-
duced by bremsstrahlung photons that pair-produce or
Compton scatter [33, 34].
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FIG. 14. Reconstructed distributions of free ionization electrons Q (left) and scintillation photons L (right) for the Michel
electron data sample.
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FIG. 15. Reconstructed energy Eion
Q deposited by hits identi-

fied as the direct electron-induced ionization.

The Michel electron reconstruction, however, is vul-
nerable to inaccurate muon-electron boundary determi-
nation, muon-electron charge overlap, incomplete shower
clustering, and optical contamination from the late light
of the muon. Considering these complications, the sam-
ple serves as a poor representation of the low-energy elec-
tron showers that would be induced by supernova or so-
lar neutrinos in a deep underground LArTPC. To better
study this simpler topology, we also reconstruct a simu-
lated sample of lone electrons positioned randomly in the
LArIAT active volume.

Resolution is a metric for quantifying precision – but
in the analysis that follows, its exact definition is slightly
fluid. When characterizing resolution, a histogram of the

energy variance, �E, is filled on an event-by-event basis:

�E =
Ereco � Etrue

Etrue
. (17)

In an idealized detector, �E forms a perfect Gaussian and
we take the resolution to be its fitted width or standard
deviation (RMS). However, when the variance takes on a
non-Gaussian shape, as will be seen for the Michel elec-
tron sample, the resolution becomes ill-defined and the
definition must be modified to fit the situation.

1. Resolution of Michel electrons in LArIAT

Multiple energy variance histograms are constructed
from the MC sample for Michel electron events with
di↵erent true deposited energy, Etrue

dep . Each histogram
includes events within ± 0.5MeV of particular evenly
spaced values of Etrue

dep starting at 10MeV.
Figure 17 shows an example of the energy variance dis-

tribution for Michel electrons with Etrue
dep around 30MeV.

The distribution is clearly non-Gaussian, consisting of
a central “peak” region of relatively well-reconstructed
events which sits on top of a more di↵use distribution
from events where some fraction of charge is missed or
added by the reconstruction. In characterizing the reso-
lution, we take into account both the width of the peak
as well as the RMS of the entire distribution. To fit the
peak in each energy variance histogram, a fit region is de-
fined which extends from the peak bin to points on either
side where the distribution drops to 1/3 of the maximum
height.
In Fig. 18, the peak width and distribution RMS are

plotted against the deposited energy for each of the three
di↵erent calorimetric methods. A drastic improvement
is seen in the RMS when using EQL and Elikelihood

QL com-
pared to the traditional charge-based EQ, thanks to in-
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FIG. 17. The charge-based energy resolution histogram for
Michel electron events with Edep = 30MeV with a Gaussian
function fitted to the peak (red). Note that the width of the
peak from the fit (7.9%) is much smaller than the overall RMS
(25.8%).

10 15 20 25 30 35 40 45 50

True energy deposited [MeV]

0

10

20

30

40

50

60

Sh
ow

er
 e

ne
rg

y 
re

so
lu

tio
n 

[%
]

pσQ-only 
pσQ+L 
 (likelihood)pσQ+L 

Q-only RMS
Q+L RMS
Q+L RMS (likelihood)

LArIAT Run IIB MC
+/-Cosmic Michel e

FIG. 18. The energy resolution of Michel electron events in
LArIAT for energies reconstructed from charge (blue) as well
as from both charge and light (violet and green). The dotted
lines show RMS resolution of the energy variance histograms,
while the solid lines trace the resolution as defined by the
width of a Gaussian fit to the central peak.

formation being recovered by optical data in events where
a significant portion of the deposited charge is not recon-
structed. The resolution of the peak is comparable for
the Q+L and likelihood techniques, and both slightly
outperform the Q-only technique.

2. Resolution of isolated electrons in LArIAT

For the simulated isolated electron sample, we require
each event be fully contained in that neither the elec-
tron nor any of its daughters in the EM shower escape
the TPC. This better mimics the case of a large neutrino
detector and allows us to use the initial energy of the
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FIG. 16. A comparison of the Michel electron shower energy
spectrum in LArIAT reconstructed using the two simple for-
mulaic constructions, EQ (a) and EQL (b), and the likelihood
fitting technique, Elikelihood

QL (c).
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FIG. 17. The charge-based energy resolution histogram for
Michel electron events with Edep = 30MeV with a Gaussian
function fitted to the peak (red). Note that the width of the
peak from the fit (7.9%) is much smaller than the overall RMS
(25.8%).
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FIG. 18. The energy resolution of Michel electron events in
LArIAT for energies reconstructed from charge (blue) as well
as from both charge and light (violet and green). The dotted
lines show RMS resolution of the energy variance histograms,
while the solid lines trace the resolution as defined by the
width of a Gaussian fit to the central peak.

formation being recovered by optical data in events where
a significant portion of the deposited charge is not recon-
structed. The resolution of the peak is comparable for
the Q+L and likelihood techniques, and both slightly
outperform the Q-only technique.

2. Resolution of isolated electrons in LArIAT

For the simulated isolated electron sample, we require
each event be fully contained in that neither the elec-
tron nor any of its daughters in the EM shower escape
the TPC. This better mimics the case of a large neutrino
detector and allows us to use the initial energy of the
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ColdBox (VD)
• Many prototypes before final design, fast turnaround (1 month)

ProtoDUNE-VD (770t LAr)
• Cosmic run in Oct following LAr transfer from ProtoDUNE-HD
• Beam run expected early 2025
• Topics:

• Neutron tagging (capture)

• Xe-doping program

• Light propagation  
• Track timing

• Dual calorimetry for PID and event reconstruction 

ProtoDUNE-HD (FD1)
• Beam run 2024 July-August 8 weeks
• Topics: (More in Matthew’s talk next)

• Focus on negative polarity and lower energy beam 
(complement 2018 PD-SP program)


• Precise measurement of hadron-argon cross 
sections


• Dual calorimetry for PID and event reconstruction ProtoDUNE

42

K. Wood - CoSSURF 2024

• 800 ton (1:25) FD prototypes with full scale components at CERN neutrino platform. 
– ProtoDUNE-SP → ProtoDUNE-HD (FD module 1). Test beam Run1 in 2018*
– ProtoDUNE-DP → ProtoDUNE-VD (FD module 2).

• *Yielding publications and thesis, with more in the pipeline. See ProtoDUNE parallel.
• ProtoDUNE-HD is gearing up for a 2nd run. Filled with LAr April 30, 2024.
• After run, move LAr to ProtoDUNE-VD for operations

ProtoDUNEs

Phys. Rev. D 107, 092012

CERN North Area

~6
 m



Michel electrons at ProtoDUNE

• First data from 2018/19
• Successful measurement of ME 

energy spectrum using just TPC 
charge
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the Modified Box model [36] parameters and the 1% uncer-
tainty based on the electric field variation from the Modified
Box model value of 0.481 kV/cm to 0.500 kV/cm in Proto-
DUNE. In addition, a test of systematic effects on the use of
average constant recombination correction (R = 0.644) for
all events was tested in our data-driven method described in
Section V. When comparing the reconstructed electron en-
ergy using R as an average constant value for all events to
the energy using R applied on event-by-event basis, a differ-
ence of < 1.0% was found between the two derived energy
scales, which was well within the systematic error assigned
to the recombination factor R = 0.644±0.014.
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FIG. 7: Reconstructed Michel electron energy spectrum
from ProtoDUNE-SP data and simulation (top); and Michel
electron reconstructed energy using stopping muon calibra-
tion versus true Michel electron energy (bottom). Bins hav-
ing a very low number of events are not shown in this plot.

For the evaluation of the systematic uncertainty from the
difference between Michel electrons and positrons, the im-
pact on the true Michel electron energy spectrum is eval-
uated by considering both electrons’ and positrons’ energy
spectra separately. The systematic uncertainty was evaluated
by taking the ratio of the difference between the means of
the two distributions of electrons and positrons to the mean
of the distribution having both positrons and electrons in-
cluded. The uncertainty from this systematic contribution is

1.7%. The space charge effect is due to the non-uniformity
in the electric field due to the low mobility of heavy Ar ions
compared to the electrons in the TPC. To quantify the space
charge effect systematic uncertainty, simulated data samples
with space charge ON and OFF are evaluated. The system-
atic uncertainty is estimated by taking the percentage differ-
ence in the average value of the reconstructed Michel elec-
tron energy spectrum from both samples. The space charge
affects the mean value of the Michel electron energy distri-
bution by about 1.4%. In conclusion, the total systematic
uncertainty on the absolute Michel electron energy scale is
estimated to be 5.1%.

Figure 7 (top) presents the reconstructed Michel electron
energy spectrum using the muon-based calibration with Pro-
toDUNE data (in black points), from MC simulation includ-
ing both signal and background contributions (in red), and
from background only MC events (in blue). The number of
MC simulation events is normalized to the number of data
events. The data error bars represent the statistical uncertain-
ties. MC simulation error bands include MC statistical and
systematic uncertainty contributions added in quadrature.
The mean value of the reconstructed Michel electron energy
spectra is 29.4±0.2 (stats.) MeV and 28.7±0.2 (stats.)±1.4
(syst.) MeV for data and MC simulation, respectively. Rel-
ative energy scales of data and MC simulation events agree
to within 1.8%. The ratio of data to MC reconstructed en-
ergy spectra is flat within statistical and systematic uncer-
tainties. Figure 7 (bottom) shows the reconstructed Michel
electron energy versus the true Michel electron energy dis-
tribution. These results demonstrate that the Michel elec-
tron energy spectrum from data is closely reproduced by the
theoretically well-understood Michel electron energy distri-
bution when propagated through the detector simulation and
reconstruction.

B. Michel Electron Calibration to True Energy

This section describes an alternative approach to estimate
the reconstructed Michel electron energy spectrum by us-
ing the theoretical Michel electron energy distribution. The
model applied here assumes a linear relationship between
collected charge and reconstructed energy as motivated by
the muon-based electron energy reconstruction method de-
scribed by Equation 3. The charge collected by the collec-
tion plane wires is converted to true Michel electron energy
by a calibration procedure in which the true Michel elec-
tron energy distribution convolved with a resolution function
with parameters that characterize the electron energy resolu-
tion is fit to the charge distribution, using an energy resolu-
tion model described later by Equation 6 and discussed in
Section VII C. The total reconstructed energy of the Michel
electron is given as

E =
ÂN

i=1 dQi

Cscale
(4)

where dQi (in ADC tick) corresponds to the charge de-
posited in the ith hit, and N corresponds to the total num-
ber of candidate Michel electron hits. The calibration
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X-Arapuca
DUNE Preliminary

FD1 features 
• 3.5 m horizontal drift distance (180 kV 

cathode), 4 drift volumes
• Active volume 13,661 ton 
• Charge readout: wire planes (3 layers)
• Photodetectors (X-Arapuca) behind anode

• PDE 2-3%
• Mean light yield ~30PE/MeV

Light collec3on

• Large area light collectors
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Chapter 1: Executive Summary 1–10

events. The PD t0 is also vital in fiducializing nucleon-decay events, which allows us to reject
cosmic-muon-induced background events that will occur near the edges of the detector modules.
We must be able to do this throughout the entire active volume with >99% e�ciency, leading to a
requirement of at least 0.5 photoelectrons per MeV detected for events in all parts of the detector.
These requirements are discussed later in Chapter 5.

PD modules, shown in Figure 1.6, are 209 cm◊12 cm◊2 cm bars, ten of which are mounted in each
APA between the wire layers. Each bar contains 24 X-Arapuca1 cells, grouped into four supercells.
An X-Arapuca cell is shown in Figure 1.7. The outer layers are dichroic filters transparent to
the 127 nm scintillation light. Between these filters is a wavelength-shifting (WLS) plate, which
converts the UV photons into the visible spectrum (430 nm); one WLS plate runs the full length
of each supercell. Visible photons emitted inside the WLS plate at an angle to the surface greater
than the critical angle reach SiPMs at the edges of the plates. Visible photons that escape the
WLS plates are reflected o� the dichroic filters, which have an optical cuto�, reflecting photons
with wavelengths more than 400 nm back into the WLS plates.

Figure 1.6: Left: an X-ARAPUCA PD module. The 48 SiPMs that detect the light from the 24 cells
are along the long edges of the module. Right: X-ARAPUCA PD modules mounted inside an APA.

The 48 SiPMs on each X-Arapuca supercell are ganged together and the signals are collected by
front-end electronics, mounted on the supercell. The design of the front-end electronics is inspired
by the system used for the Mu2e cosmic-ray tagger [7], which uses commercial ultrasound ASICs.
The front-end electronics define the 1 µs timing resolution of the PD system.

1.6 High Voltage, Cathode Planes and Field Cage

The design voltage at which the DUNE TPC will operate is ≠180 kV, corresponding to 500 V/cm
across each drift volume. This voltage is a trade o�. A higher voltage results in more charge

1An arapuca is a South American bird trap, the name used here in analogy to the way the X-Arapuca devices trap
photons.

The DUNE Far Detector Single-Phase Technology The DUNE Technical Design Report

2 m

1 m



Light collec3on

• Large area light collectors
• MulN-layered design
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DUNE FD1

11

X-Arapuca
DUNE Preliminary

FD1 features 
• 3.5 m horizontal drift distance (180 kV 

cathode), 4 drift volumes
• Active volume 13,661 ton 
• Charge readout: wire planes (3 layers)
• Photodetectors (X-Arapuca) behind anode

• PDE 2-3%
• Mean light yield ~30PE/MeV

X-Arapuca



Light collec3on

• Large area light collectors
• Multi-layered design
• Photons converted to lower wavelengths and trapped!
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SiPM



Challenges

• Large volume = long distance for light = alenuaNon and scalering
• Slow component in scinNllaNon light ~2 μs
• Electronics relaxaNon Nme ~0.5 μs
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Summary

DUNE 
• Will play major role in determinaNon of CP violaNon in leptons
• Prepares for SN events
• Will come online around 2030
• I am working on combined calorimetry in ProtoDUNE
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Backup
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DUNE Collaboration

• 1,400+ people from
200+ institutions in 30+ countries

05/16/2024 Gleb Sinev | DUNE Low Energy Physics with Solar and Supernova Neutrinos18

DUNE Collaboration meeting at CERN, 2020



4°

θ23 Octant Sensi3vity

51



Supernova Neutrino Interac3on in DUNE
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spheric neutrinos, searches for beyond-the-standard-model
physics, and searches for baryon number violation.

As described in the TDR, DUNE will have four modules
of 70-kton liquid argon mass in total, of which 40 kton will be
fiducial mass (10-kton fiducial mass per module). Note that in
principle relevant active mass may exceed the nominal fidu-
cial mass for supernova neutrinos in a burst. DUNE is proto-
typing two types of LArTPCs. Single-phase (SP) LArTPC
technology is designed to have horizontal drift of 3.5 m
with wrapped-wire readout including two induction and one
charge collection anode planes. Dual-phase (DP) LArTPC
technology has vertical drift over 12 m. At the liquid-gas
interface at the top of a DP module, drifted ionization charge
is amplified and collected.

Liquid argon scintillates at 128 nm, and in both single-
phase and dual-phase technologies, wavelength-shifted pho-
tons will be collected by photodetectors (PD), in addition to
ionization charge. For the single-phase design, light-trapping
devices called X-ARAPUCAs [78,79] will be mounted
between wire layers. These employ dichroic filters and use
silicon photomultipliers for photon sensing. For the dual-
phase design, cryogenic wavelength-shifter-coated photo-
multiplier tubes will be deployed on the bottom of the detec-
tor.

Both detector designs should have roughly similar capa-
bilities for low-energy physics. Most studies described here
were done under the SP design assumption; however the DP
design should provide similar results.

The DUNE/LBNF experimental facility, detectors and
overall physics program are described in detail in Ref. [4].
More detail about the SP detector design can be found in
Ref. [80] and more detail about the DP detector design can
be found in Ref. [81].

5 Low-energy events in DUNE

5.1 Detection channels

Liquid argon has a particular sensitivity to the νe component
of a supernova neutrino burst, via the dominant interaction,
CC absorption of νe on 40Ar,

νe + 40Ar → e− + 40K∗, (4)

for which the observable is the e− plus deexcitation products
from the excited 40K∗ final state. Additional channels include
a ν̄e CC interaction and ES on electrons. Cross sections for
the most relevant interactions are shown in Fig. 3. It is worth
noting that none of the neutrino-40Ar cross sections in this
energy range have been experimentally measured, although
several theoretical calculations exist [5,6,82]. The uncertain-
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Fig. 3 Cross sections for supernova-relevant interactions in argon [6,
84] as a function of neutrino energy. The νe CC cross section shown in
green (used for the studies here) is from MARLEY (see Sect. 5.2.1.)
Inelastic NC cross sections have large uncertainties and are not shown

ties on the theoretical calculations are not generally quanti-
fied, and they may be large.

Another process of interest for supernova detection in liq-
uid argon detectors, not yet fully studied, is NC scattering on
Ar nuclei by any type of neutrino: νX + Ar → νX + Ar∗,
for which the observable is the cascade of deexcitation gam-
mas from the final state Ar nucleus. A dominant 9.8-MeV
Ar∗ decay line has been recently identified as a spin-flip M1
transition [83]. At this energy the probability of e+e− pair
production is relatively high, offering a potentially interest-
ing NC tag. Other transitions are under investigation. NC
interactions are not included in the studies presented here,
although they represent a topic of future investigation.

The predicted event rate from a supernova burst may
be calculated by folding expected neutrino flux differen-
tial energy spectra with cross sections for the relevant chan-
nels, and with detector response; this is done using SNOw-
GLoBES [6] (see Sect. 5.3.1.)

5.2 Event simulation and reconstruction

Supernova neutrino events, due to their low energies, will
manifest themselves primarily as spatially small events, per-
haps up to a few tens of cm scale, with stub-like tracks from
electrons (or positrons from the rarer ν̄e interactions). Events
from νeCC, νe+40Ar → e−+40K∗, are likely to be accompa-
nied by de-excitation products – gamma rays and/or ejected
nucleons. Gamma rays are in principle observable via energy
deposition from Compton scattering, which will show up as
small charge blips in the time projection chamber. Gamma
rays can also be produced by bremsstrahlung energy loss of
electrons or positrons. The critical energy for bremsstrahlung
energy loss for electrons in argon is about 45 MeV. Ejected
nucleons may result in loss of observed energy for the event,
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Fig. 5 Visualization of an example MARLEY νeCC event simulated
in LArSoft, showing the trajectories and energy deposition points of the
interaction products

respectively. B(F) and B(GT ) are the Fermi and Gamow-
Teller matrix elements. MARLEY computes this cross sec-
tion using a table of Fermi and Gamow-Teller nuclear matrix
elements. Their values are taken from experimental measure-
ments at low excitation energies and a quasiparticle random
phase approximation (QRPA) calculation at high excitation
energies.

After simulating the initial two-body 40Ar(νe, e−)40K∗

reaction for an event, MARLEY also handles the subse-
quent nuclear de-excitation. For bound nuclear states, the
de-excitation gamma rays are sampled using tables of exper-
imental branching ratios [88–90]. These tables are supple-
mented with theoretical estimates when experimental data
are unavailable. For particle-unbound nuclear states, MAR-
LEY simulates the competition between gamma-ray and
nuclear fragment4 emission using the Hauser-Feshbach sta-
tistical model. Figure 5 shows an example visualization of a
simulated MARLEY event. Figure 6 shows the mean fraction
of energy apportioned to the different possible interaction
products by MARLEY as a function of neutrino energy.

5.2.2 Low-energy event reconstruction performance

The LArSoft [86] Geant4-based software package is used
to simulate the final-state products from MARLEY in the
DUNE LArTPC. Both TPC ionization-based signals and
scintillation photon signals are simulated.

For the studies described here, the DUNE LArSoft 1 ×
2 × 6 m far detector geometry was used [3], along with
standard DUNE reconstruction tools included in the LArSoft
package. To determine event-by-event reconstruction infor-

4 Nucleons and light nuclei up to 4He are considered.
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Fig. 6 Fraction of incident neutrino energy going to each final-state
particle type in the MARLEY simulation as a function of neutrino
energy. “Binding energy” represents the difference in mass of the initial-
and final-state nuclei, representing the kinematic threshold for the CC
interaction

mation, 2D hits are formed using the HitFinder algorithm.
HitFinder scans through wires and defines hits in regions
between two signal minima where the maximum signal is
above threshold. The algorithm then performs n Gaussian
fits for n consecutive regions. The hit center is defined as
the fitted Gaussian center, while the beginning and end are
defined using the fitted Gaussian width. We used the Traj-
Cluster algorithm to form reconstructed clusters. The Tra-
jCluster algorithm creates clusters using local information
from 2D trajectories, taking advantage of minimal ionization
energy loss compared to the kinetic energy of the particle. A
2D trajectory is formed from trajectory points defined by the
cryostat, plane, and TPC in which the trajectory resides. The
trajectory points are made up of charge-weighted positions of
all hits used to form the point. The algorithm steps through
the 2D space of hits sorted by wire ID number, region of
interest in time, and then by “multiplet” (i.e., a collection of
hits found using a multi-Gaussian fit). Clusters are formed
in the algorithm by stitching together nearby 2D hits. 3D
track information is produced using the Projection Matching
Algorithm (PMA). PMA takes in 2D clusters formed through
TrajCluster, and the algorithm matches clusters in the three
2D projection wire planes to build the tracks. PMA measures
the distance between projections, and tracks are formed based
on stitching together nearby projections.

The photon (scintillation) simulation implemented ARA-
PUCA light collection devices with realistic light yields that
differ between particle types. Reconstructed photon flashes
are used to correct ionization charge loss during drift, which
provides substantial improvement to energy reconstruction.
Even in the absence of efficient TPC-flash matching, resolu-
tion smearing due to drift losses may end up being a small
effect, particularly given the high electron lifetimes recently
achieved in the DUNE prototype detector [91]. Photons may
also be used for calorimetry, although that method has not
been implemented for these studies.

123


