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Flux of cosmic rays
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Energy spectrum of all-particle flux
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Figure 30.2: CR abundances compared with solar system ones [58]. Modified from [31].

extra-galactic origin, this would result in a gamma-ray flux from objects like the Large Magellanic
Cloud exceeding observations [40]. Direct and indirect observations therefore also largely refer to
galactic/extra-galactic sources, respectively. CRs with energies in excess of 1 EeV are referred to
as ultra-high energy cosmic rays (UHECRs).

Sources of non-thermal electromagnetic radiation are routinely observed, see Sec. 30.3, yet
the dominant source of locally measured CRs have not been unambiguously identified. Source
candidates are typically associated with endpoints of stellar evolution or supermassive black holes
that release large amounts of gravitational or rotational energy [41]. In the Galaxy, the prime
candidates are supernova remnants [42] where particles can be shock-accelerated by their blast
waves [43]. Other candidates are star cluster winds [44,45], stellar wind binaries, micro quasars [46]
(a source powered by accretion from a donor star onto a stellar mass black hole) or even the Galactic
Center [47]. The candidate sources for extra-galactic CRs are Active Galactic Nuclei (AGN) [48],
specifically blazars and radio galaxies, gamma-ray bursts [49], starburst galaxies [50,51], pulsars [52]
and magnetars [53]. These objects exhibit power-law spectra in electromagnetic radiation, albeit
in limited wavelength ranges. The acceleration mechanisms considered in the literature are shock
acceleration [43], stochastic acceleration [54], and reconnection [55]. A fundamental constraint
on the maximum energy, the so-called Hillas criterion [56], follows from the requirement that the
gyroradius must be smaller than the source size.

In the Milky Way, the dominant process in CR transport is di�usion as evidenced by the small
anisotropies in CR arrival directions and by certain abundance ratios of nuclear species. This
di�usive transport bears some resemblance with heat transport in that it smooths the spatial
distribution of CRs. However, in contrast to heat transport, CR di�usion is not due to collisions,
but interactions with turbulent magnetic fields. Generally, CRs interact “resonantly” with plasma
waves, that is they get a�ected only by waves with a wavelength similar to the gyroradius of the CR
particle. If this condition is satisfied, a CR particle will be deflected by the Lorentz force. Many
random deflections lead to a random walk in space, that is di�usion [57].

There is a number of other processes contributing to the transport of charged CRs: momentum
losses, i.e. radiative losses for electrons and positrons [59], ionization and Coulomb losses for nuclei,
electrons and positrons [60]; spallation, that is production of (mostly) lighter nuclei by inelastic
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Galactic vs. extragalactic sources
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Karlsruhe, 23-25 Feb. 2005 — Cosmic-rays & Particle Acceleration — E. Parizot (IPN Orsay)

Non rectilinear propagation!Non rectilinear propagation!
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Ankle as transition region from galactic to extragalactic particles
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Galactic contribution

Extra-galactic contribution

Ankle

Geschichte Spektrum mögliche Quelle Zusammenfassung I Experimente Zusammenfassung II + Ausblick Literatur

galaktische Magnetfelder

SN als Quelle von KS verursacht ein Spektrum mit γ =2
Diffusion der Teilchen aufgrund der Magnetfelder
kein Entweichen der Teilchen→ kein Energieverlust→
quadratische Abhängigkeit auf der Erde messbar

Over-density of Galactic

cosmic rays due to

magnetic confinement 



Galactic cosmic ray sources
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Fermi’s original work: 
second order acceleration
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Fermi’s 2nd order theory 
for acceleration 
of cosmic rays 

46 A. De Angelis 2012 

Particles scatter on 
moving magnetic clouds



Fermi acceleration – a simplified view
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First order Fermi acceleration 
at large-scale shock fronts 

(shown is second order 
Fermi acceleration)
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Many known accelerators in our Galaxy

9

Supernove remnants: Tychos SN 1573

Geschichte Spektrum mögliche Quelle Zusammenfassung I Experimente Zusammenfassung II + Ausblick Literatur

galaktische Magnetfelder

SN als Quelle von KS verursacht ein Spektrum mit γ =2
Diffusion der Teilchen aufgrund der Magnetfelder
kein Entweichen der Teilchen→ kein Energieverlust→
quadratische Abhängigkeit auf der Erde messbar

Magnetic confinement in Galaxy

Galactic Center region
Neutron stars: Crab pulsa



Cosmic rays from supernova remnants

10

SN remnant 1006

20 pc

Distance ~ 2.2 kpc

Observed galactic SN explosions: 
1604 (Kepler) 
1572 (Tycho) 
1181 (Chinese astronomers) 
1054 (Crab nebula) 
1006 (Chinese and Arabian records)

Estimates:  
~3 SN explosions / 100 yrs 
Kinetic energy of ejecta:  ~1051 erg

ASTRONOMY: BAADE AND ZWICKY

the earth could be obtained by taking into account the effect of the red-
shift.

If a super-nova should again occur in our Milky Way system, the
intensity of the cosmic rays would be considerably altered for the period
of a few days. The change in intensity Aa would be

Aa = LT/47r X 1042r2 ergs/cm.2 sec., (7)
where r is measured in units of 1000 L.Y. Numerically the change is of the
order of

AO = 104/r2 ergs/cm.2 sec., (8)
since, according to the preceding paper, 1047 ergs/sec. seems a probable
value of LT. Supposing that the super-nova occurs in the neighborhood
of the center of our own galactic system, that is, r = 30, approximately,
we obtain

Au = 11 ergs/cm.2 sec. 104 a. (9)
If interest in these questions still prevails at that future time, science will
therefore be able to test the correctness of our hypothesis some time
during the next thousand years or so, as the occurrence of a super-nova
in our own system would multiply the intensity of the cosmic rays by
a factor one thousand or more. It also seems quite possible to observe
with cosmic-ray electroscopes the flare-up of a super-nova in one of the
nearer extragalactic nebulae, as for them r = 1000 n, and

Au = 0.01/n2 ergs/cm.2 sec., (10)
where n is a number of the order one. It might in this connection be of
interest to follow up the causes for Regener's4 curious balloon observation
of March 29, 1933.

Furthermore, we recommend that observers of cosmic rays be on the
lookout for short-period systematic increases in the intensity of cosmic
rays in order to determine as accurately as possible the time and the
direction of the maximum intensity. With such data quickly at hand,
astronomers might be able actually to locate the responsible super-nova
in one of our near-by systems. As there are about one thousand nebulae
in the region

0 < n < 10, (11)

one super-nova per year should be expected in this "immediate" neighbor-
hood of ours, producing an intensity increase in the cosmic rays of the
order of one per cent or more for a period of a few days.

C. Additional Remarks.-A more detailed critical discussion of the views

262 PROC. N. A. S.

ASTRONOMY: BAADE AND ZWICKY

Unfortunately, at the present time only a few underexposed spectra
of super-novae are available, and it has not thus far been possible to inter-
pret them.

1 S. I. Bailey, Pop. Astr., 29, 554 (1921).
2 K. Lundmark, Kungi. Svenska Vetensk. Handlingar, 60, No. 8 (1919).
3 Handbuch d. Astrophysik, Vol. VI (Novae).

COSMIC RA YS FROM SUPER-NOVAE
By W. BAADE AND F. ZWICKY

MOUNT WILSON OBSERVATORY, CARNEGIE INSTITUTION OF WASHINGTON AND CALI-
FORNIA INSTITUTE OF TECHNOLOGY, PASADENA

Communicated March 19, 1934

A. Introduction.-Two important facts support the view that cosmic
rays are of extragalactic origin, if, for the moment, we disregard the
possibility that the earth may possess a very high and self-renewing
electrostatic potential with respect to interstellar space.

(1) The intensity of cosmic rays is practically independent of time.
This fact indicates that the origin of these rays can be sought neither in
the sun nor in any of the objects of our own Milky Way.

(2) The decrease in intensity of cosmic rays in equatorial regions has
successfully been explained by assuming that at least a part of the rays
consists of very energetic, positively or negatively charged particles.
These particles must be of extra-terrestrial origin, as otherwise the dis-
tance traversed by them would not be long enough for the earth's magnetic
field to produce the observed dip in intensity at the equator.

From the fact that in the cloud-chamber experiments no protons or
charged particles heavier than electrons have been observed in any con-
siderable number, one might conclude that the corpuscular component of
cosmic rays consists of positive or negative electrons, or both. The
characteristics of the east-west effect indicate that the positively charged'
particles far outnumber the negatives. However, whether or not these
particles are electrons cannot as yet be said with certainty, since the
electrons which are observed in cloud chambers may all be secondary
particles formed in the earth's atmosphere by different primaries.
With the facts mentioned as a beginning it has become customary to

reason approximately as follows. Since none of the objects of our Milky
Way seem to produce any cosmic rays, these rays probably are not emitted
from any of the extragalactic nebulae either, as the spirals among these

VOL. 20, 1934 259

PSNR ≈ 1042erg/s

Kinetic energy released in SN explosions

Only 10% of this energy 
needed for cosmic rays



Possible interpretation of knee in spectrum

11

Energy      (eV/particle)
1310 1410 1510 1610 1710 1810 1910 2010

)
1.

5
 e

V
-1

 s
r

-1
 s

ec
-2

 J
(E

)  
 (m

2.
5

Sc
al

ed
 fl

ux
   

E

1310

1410

1510

1610

1710

1810

1910

    (GeV)ppsEquivalent c.m. energy 
210 310 410 510 610

RHIC (p-p)
-p)γHERA (

Tevatron (p-p)
LHC (p-p)

ATIC
PROTON
RUNJOB

KASCADE (QGSJET 01)
KASCADE (SIBYLL 2.1)
KASCADE-Grande (prel.)
Tibet ASg (SIBYLL 2.1)

HiRes-MIA
HiRes I
HiRes II
Auger SD 2008

Acceleration/propagation (rigidity):

log(E/particle)

lo
g(

Fl
ux

)

factor 26

Fe

p

SN remnant 1006

20 pc

Distance ~ 2.2 kpc

<latexit sha1_base64="pjmoMUAw3Co/Y8HJbcLgNFdT43M=">AAAC53icbVFdb9MwFHXC1whfHTwheLCoJnVo6pwiBjwgTUUTSOxhINpNzF3lODet1dgJtoOoovwG3hCv/An+C/8Gpw0S2XYlS1fnHPsenxvlqTCWkD+ef+Xqtes3Nm4Gt27fuXuvs3l/bLJCcxjxLM30ScQMpELByAqbwkmugckoheNo8abmj7+CNiJTn+wyh4lkMyUSwZl10LTzm0YwE6qEL4ppzZZPq+BgWuY7mGqJJftW4dc4eEatkGBwSM7KcFDhzwFNIbE9mmjGy2FV1mIqC/y2olrM5na7JSiqMiSE0J2VbiF3TXWp7nD9UM7/sc0NGFcBBRX/Z3La6ZI+WRW+2IRN00VNHU03vYc0znghQVmeMmNOQ5LbScm0FTwFN6AwkDO+YDMoV7FWeMtBMU4y7Y6yeIW2dEwas5SRU0pm5+Y8V4OXcaeFTV5OSqHywoLi60FJkWKb4XpHOBYauE2XmHHu/BbMOh98zlxI1u0yCLYwZnHcmFOCw9qiwb2PB5i82h0QsrfdsrNaYPuXta/cyipwYYbno7vYjAf9cK///MOguz9sYt1Aj9AT1EMheoH20Tt0hEaIe4+9offeO/SF/93/4f9cS32vufMAtcr/9RfKO+RF</latexit>

Ep,max = 3⇥1012Z
✓

B
µG

◆✓
u

1000km/s

◆✓
L
pc

◆
eV

(Lagage & Cesarsky, 1983)



Classic air shower measurement in knee energy region
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Mass composition at the knee: KASCADE data
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In source: 
- protons/nuclei 
- electrons/positrons

Fermi 
acceleration:  
dN/dE ~ E-2

p
ν

π0
γp

π±

e±

p

π0

γp
π±

ν

Multi-messenger test of source model

UHECR+matter ! ⇡
± + ⇡

0 +X
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Gamma-ray observations (i)
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rays is governed by the CR density and the target gas density. The flux of leptonic gamma

rays is traced by the electron density and the radiation fields (which are usually assumed

to be constant on the scale of the source). To distinguish the sources of CR protons from

the sources of CR electrons, gamma ray observations are often not su�cient but multi-

wavelength observations have to be taken into account. These observations – mostly at

radio and X-ray energies – indicate that for the best candidate sources for the origin of

Galactic CRs – SNRs – ultra-relativistic electrons and large magnetic fields (beyond 100 µG

for several of the young SNRs) are present in the shocks. If indeed large magnetic fields

are present in SNR shocks, the two conclusions that can be drawn are: a) the gamma-

ray emission is probably hadronic in origin, since the electron density needed to explain

the synchrotron flux is rather low, b) the best-understood way to enhance or amplify the

magnetic field in SNR shock front is though the pressure of accelerated protons. This so-

called streaming instability of upstream CRs in a parallel shock (60, 61) is a matter of active

research and its existence has strong implications for the maximum energy achievable in

SNR shocks. Young SNRs that show indication of large magnetic fields are ideal targets to

search for gamma-ray emission that is hadronic in origin and for sources of CRs up to very

high energies – possibly even close to the knee in the spectrum of CRs at 1015 eV. SNRs

for which the shock wave is encountering a region of dense interstellar material such as a

molecular cloud can be expected to have a high flux of hadronic gamma rays.
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Figure 7

Typical gamma-ray energy spectra for several of the most prominent SNRs. Young SNRs (< 1000
years) are shown in cyan. These typically show smaller gamma-ray fluxes but rather hard spectra
in the GeV and TeV band. The older (but still so-called young) shell-type SNRs RXJ1713.7–3946
and RXJ0852.0–4622 (Vela Junior) of ages ⇠ 2000 years are shown in red colors. These show very
hard spectra in the GeV band (� = 1.5 and a peak in the TeV band with an exponential cuto↵
beyond 10 TeV. The mid-aged SNRs (⇠ 20, 000 years) interacting with molecular clouds (W44,
W51C and IC443) are shown in blue. Also shown are hadronic fits to the data (solid lines).

www.annualreviews.org • Space- and ground-based Gamma-ray Astrophysics 19

Gamma-ray observations (i)

17
(Funk, ARNPS 2015)

Tycho SNR (SN 1572)

Appendix B
Spatial Comparisons with CO in RX J0852

Figure 14 shows a spatial comparison among the TeV gamma
rays, X-rays, and CO in RX J0852. We can find that CO clouds
are distributed inside or on the gamma-ray and X-ray shells. It is

noteworthy that some molecular clouds, especially for A, have
clear anticorrelations with X-rays, suggesting that shock–cloud
interactions with the magnetic amplification occurred. In other
words, these clouds are embedded within the SNR shell and act as
targets for the accelerated CR protons.

Figure 13. (a) Integrated intensity map of H I for RX J0852. The integration range is from 20–40 km s−1. The superposed contours represent the X-rays, and the
contour levels denote 2.0, 2.5, 4.0, 6.5, 10.0, 14.5, and 20.0 × 10−4 counts s−1 pixel−1. (b) P–V diagrams of H I. The integration range is 133°. 37–133°. 78 in the R.A.
for the P–V diagram.

Figure 14. Maps of (a) TeV gamma-ray excess counts (E > 100 GeV) (H.E.S.S. Collaboration 2018c) and (b) X-ray counts (E = 2.0–5.7 keV) (Paper II). The
superposed contours indicate the 12CO(J = 1–0) intensity at VLSR = 20–40 km s−1 whose contour levels are 2.5, 5.0, 7.5, 12.5, and 17.5 K km s−1. Some molecular
clouds in the western part of the shell are indicated as A–E.
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Appendix B
Spatial Comparisons with CO in RX J0852

Figure 14 shows a spatial comparison among the TeV gamma
rays, X-rays, and CO in RX J0852. We can find that CO clouds
are distributed inside or on the gamma-ray and X-ray shells. It is

noteworthy that some molecular clouds, especially for A, have
clear anticorrelations with X-rays, suggesting that shock–cloud
interactions with the magnetic amplification occurred. In other
words, these clouds are embedded within the SNR shell and act as
targets for the accelerated CR protons.

Figure 13. (a) Integrated intensity map of H I for RX J0852. The integration range is from 20–40 km s−1. The superposed contours represent the X-rays, and the
contour levels denote 2.0, 2.5, 4.0, 6.5, 10.0, 14.5, and 20.0 × 10−4 counts s−1 pixel−1. (b) P–V diagrams of H I. The integration range is 133°. 37–133°. 78 in the R.A.
for the P–V diagram.

Figure 14. Maps of (a) TeV gamma-ray excess counts (E > 100 GeV) (H.E.S.S. Collaboration 2018c) and (b) X-ray counts (E = 2.0–5.7 keV) (Paper II). The
superposed contours indicate the 12CO(J = 1–0) intensity at VLSR = 20–40 km s−1 whose contour levels are 2.5, 5.0, 7.5, 12.5, and 17.5 K km s−1. Some molecular
clouds in the western part of the shell are indicated as A–E.
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RX J0852.0-4622

(Fukui et al. 2024)

Interaction with 
molecular cloud



Gamma-ray observations – LHAASO
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Gamma-ray observations (ii)
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Searched for UHE emission within the PSF around 12 microquasars. 
Signals were detected around 5 microquasars, suggesting possible 
associations.

V4641 Sgr



Example: acceleration in microquasar cocoons

20
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FIG. 4. An overall picture of the CR spectrum from Galactic to extragalactic components. Gal pop1: CRs from supernova
remnants (SNR) [19, 20] (dotted curve); Gal pop2: CRs from microquasars (MQ) (dashed curve); ExGal pop1: CRs from
extragalactic sources, e.g., cluster of galaxies [98] (dotted-dashed curve); ExGal pop2: UHECRs from radio galaxies (RG) [40]
(long dashed curve). The data points are the same as those in Fig. 3, with the AMS data are taken from Refs. [91–95], and
the mean mass distribution measured by Auger is taken from Ref. [99].

that are uniformly distributed with the characteristic dis-
tance between sources ds = 32.5 Mpc. The number den-
sity of galaxy clusters is around 10→6 Mpc→3, which leads
to ds → 100 Mpc. The observed flux is obtained with
Eq. 6 in Ref. [109]. We assume a uniform extragalac-
tic magnetic field Brms = 1 nG and coherence length
Lcoh = 1 Mpc.

UHECRs above EeV energies are produced from ra-
dio galaxies via the shear-espresso acceleration mecha-
nism [40–44, 77, 79]. Here, we adopt the predicted spec-
trum and composition model of UHECRs in KMZ18,
where CRs with rigidity → 1 TV in radio galaxies are re-
accelerated by shear in kpc-scale jets. Since radio galax-
ies are more evolved than our Galaxy, KMZ18 considers

that the metal composition is enhanced by a ratio of 3,
compared to our Galaxy. Here, we further enhance the
iron composition ratio by a factor of 3 to improve the fit
to the latest UHECR data. The further enhancement of
iron composition ratio in radio galaxies is reasonable be-
cause elliptical galaxies have lower star-formation rates
than our Galaxy. In radio galaxies, core-collapse super-
novae do not frequently occur because of their low star-
formation rates, while type Ia supernovae occur because
explosions of white dwarfs require significant time lag af-
ter star-formation activities. Then, type Ia supernovae
inject iron into the ISM, enhancing the iron composition
ratio. In addition, we consider a larger value of magnetic
field strength in the cocoon with Bcoc = 4.5 µG, where

2

responsible for the origin of UHECRs [40–44]. This mo-
tivates us to investigate whether the shear acceleration
by microquasar jets can be Galactic PeVatrons. Previous
studies also suggest microquasars as PeVatrons [45–47],
but these studies consider CR acceleration by shocks in
jets or magnetic reconnections in accretion flows.

The paper is organized as follows. In Section II, we
study the physics of Galactic microquasars and the shear
acceleration process in the jet-cocoon system of micro-
quasars. In Section III, we propagate the escaped CRs
from microquasars and compare the results with obser-
vations. In Section IV, we combine CRs from Galac-
tic SNRs and contributions from the shear acceleration
process from extragalactic clusters of galaxies and radio
galaxies, we proposed an overall picture of the origin of
CRs on a wide energy range from GeV to → 100 EeV.
We give a summary and discussion in Sec. V.

II. COSMIC RAYS ACCELERATED IN
MICROQUASARS

A. The physics of microquasar jets

A microquasar consists of a compact object, usually
a black hole, and a companion star, see Fig. 1 for a
schematic plot. Currently, over 20 microquasars have
been identified in our Galaxy [48, 49]. In the micro-
quasar systems, material of the companion star falls to
the compact star, which releases a large amount of the
gravitational energy. A part of the gravitational en-
ergy is converted to outflow kinetic energy. These out-
flows, called jets, are launched at the vicinity of the
compact star, narrowly collimated to a small solid an-
gle, and often reach relativistic speeds. The kinetic
power of the jets can reach the Eddington luminosity,
Lj → LEdd → 1 ↑ 1039(M/10M→) erg s↑1. The jets
propagate in interstellar medium and extend to → 100
pc scales, which is many orders of magnitude larger than
the scale of the compact star. See Ref. [50] for a com-
prehensive review.

Recently, Ref. [38] reported detection of gamma rays
above 100 TeV from five microquasars, three of which
(SS 433, V4641 Sgr, and GRS 1915+105) exhibit ex-
tended gamma-ray morphology whose emission zone is
as large as → 50↓ 100 pc . These gamma-rays are most
likely originating from the radiation of nonthermal par-
ticles accelerated in the extended jets [38, 51, 52]. The
other two (Cyg X-1 and MAXI J1820+070) are consis-
tent with point source, possibly suggesting a compact
emission region [53, 54], although the best fit positions
of gamma-ray sources have slight o!sets from those of
X-ray binaries.

SS 433 is a binary system consisting of a compact ob-
ject and a supergiant star, with a pair of jets moving
in opposite directions with launch velocity v → 0.26 c,
where c is the speed of light [55]. The extended two-
sided jets with → 40 pc are detected in X-rays [56], and

Microquasar

Jet
Cocoon

Star

BH

SMBH

Galactic

SNR

Jet Cocoon

CR

Enter 
cocoon

EscapeEscape

FIG. 1. A schematic plot of the reacceleration of Galactic low-
energy GeV-TeV CRs in the large-scale jet-cocoon system of
microquasars.

radio lobes surrounding the system extends up to → 150
pc [57, 58]. VHE gamma-ray emission from SS 433 has
been detected at the jet lobes, which are spatially co-
incident with the X-ray hotspots [38, 52, 59, 60]. The
observed gamma-ray emission is consistent with inverse
Compton emission from a single population of electrons,
and the magnetic field strength inside the jet is → 20 µG.
Refs. [61, 62] pointed out that nonthermal electrons ac-
celerated at SS 433 jets achieves PeV energies with a
small Bohm factor, based on multiwavelength modeling.
In addition, Ref. [63] performed magnetohydrodynamics
(MHD) simulations of the propagation of the jet in the
surrounding medium, where the jet is spheroidal at early
times and the wings are developed by the broadening
spherical cocoon.
V4641 Sgr is another interesting microquasar who

emits gamma-rays above 100 TeV. The morophorogy of
the gamma-ray signal is clear two-sided lobe structure,
and the size of the lobe is roughly → 100 pc [38, 64].
Spatially extended X-ray signature is also detected from
this objects, although the X-ray signal is concentrated on
the central region within → 15 pc from the central black
hole [65]. The multiwavelength modeling of this system
indicates B ↭ 10µG at the X-ray emission region.
GRS 1915+105 is a highly variable object that exhibits

super-luminal motion with extended jets of sub-pc scales
[66]. Its Eddington ratio used to be → 0.1 ↓ 1 [67] and
suddenly decreased to 0.01 in 2018 [68]. The gamma-
ray source detected by LHAASO exhibits an extension
of → 50 pc [38], which is consistent with the two-sided
lobe structure detected by ALMA [69].
Nonthermal particles can be accelerated through the

energy dissipation within the jet. With the luminosity
requirement [70] obtained from the Hillas condition [71],
the maximum possible energy of the accelerated CRs is
estimated to be

EA,max ↔ 3↑ 1016 eV Zω
1/2
B

↑
Å

Lj

1039 erg/s

ã1/2 Å ”

1.05

ã↑1 Å
ε

0.3

ã1/2
(1)

SNRs Microquasars Extragal. sources

(Zhang et al. 2025)

Note: SNRs still provide main energy 
source for CRs (low-energy cosmic rays)

Re-acceleration of low-energy cosmic rays

(probably 5 – 10 active 
sources in Galaxy)

Factor 26 in energy

Zp = 1 ZFe = 26
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Ultra High Energy Cosmic Rays - Accelerators

! need ILC (35 MV/m)

L= diameter of Saturn orbit

! alternatively built LHC around

Mercury orbit

! astrophysical shock

acceleration less efficient...

What an energy of 1020 eV really means
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 Need accelerator of size of the orbit of the planet 
 Mercury to reach 1020 eV with LHC technology

(Unger, 2006)

!BMagnetic 
field

Particle on circular orbit

~v
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Hillas plot (1984)

Hardly any source expected to accelerate protons to 1020 eV

Alves Batista et al. Open Questions at Ultrahigh Energies

3.2. Astrophysics
3.2.1. Origin of the Bulk of UHECRs
The challenge of accelerating cosmic rays to 1020 eV was
succinctly presented in the form of the minimum requirement
for the accelerators, in what is now commonly referred to as
the “Hillas condition” (Hillas, 1984). It states that a necessary
condition to accelerate particles to ultrahigh energy is that of
confinement; particles can stay in the acceleration region as long
as their Larmor radius is smaller than the size of the accelerator.
Thus, the maximum energy achievable, Emax, in a source with
characteristic size, R, and magnetic field strength, B, is, Emax =
eBR. Here, R = l · !, with l the comoving size of the source,
and ! the Lorentz factor of the motion, which is thought to
be ! ∼ 10 − 50 in AGN jets (e.g., Lister et al., 2019), and
! ∼ 10− 1, 000 in GRBs.

For acceleration in a shock with velocity βsh (in units of the
speed of light), the maximum achievable energy is,

Emax = η−1βsheBR, (1)

where η parametrises the efficiency of acceleration, with η = 1
the maximum achievable efficiency when diffusion proceeds in
the Bohm limit.

The confinement condition is not sufficient to guarantee
cosmic-ray acceleration to 1020 eV. This depends on the details
of the acceleration mechanism and the timescale for energy
loss in the source environment. A summary of constraints on
astrophysical sources based on theHillas condition was presented
in Ptitsyna and Troitsky (2010).

Figure 10 shows classes of objects in terms of the product
of their radial size, R, magnetic field strength, B, and associated
uncertainty in the ideal limit where η= 1. The solid diagonal lines
show the minimum product of BR required to accelerate protons
(red) or iron nuclei (blue) to 1020 eV for a fast shock where
βsh = 1. Classes of objects to the left of the lines do not satisfy
the Hillas criterion. As shown with the dashed diagonal lines, the
required product of BR is higher for slower shocks (βsh = 0.01
is shown for illustration). The plot reveals that normal galaxies,
supernovae, and stars that drive massive magnetized winds such
asWolf-Rayet stars do not satisfy the confinement condition. For
the other source classes in the plot, the confinement condition
is satisfied.

Another condition that must be met by UHECR accelerators
is that they must possess the required energy budget to produce
the observed UHECR diffuse flux. The energy production rate
of UHECRs has been estimated in Waxman (1995b), Berezinsky
et al. (2006), Katz et al. (2009), and Murase and Takami (2009)
under the assumption that UHECRs are extragalactic protons.
Most recently the energy production rate of UHECRs was
estimated in Aab et al. (2017d), where a combined fit to the all-
particle spectrum and Xmax distributions at energy 5 × 1018 eV
and beyond measured at the Pierre Auger Observatory was
performed. Here, a mixed injected composition was allowed. The
best-fit model corresponds to a UHECR energy-production rate,
EUHEQEUHE ≈ 5 × 1044 erg s−1 yr−1. The true value of the
UHECR energy budget depends on the source-by-source injected
spectrum, composition, and luminosity density evolution of

FIGURE 10 | Hillas diagram. Source classes are shown as function of their

characteristic size, R, and magnetic field strength, B, in the ideal, Bohm limit,

where η = 1. Quoted values of B are in the comoving frame of the source. The

abscissa gives R, the radius from the engine, which is equal to comoving size

of the source times the Lorentz factor of the flow, !. Solid (dashed) lines

indicate the BR product beyond which confinement of protons (red) and iron

(blue) nuclei with energy 1020eV are possible for outflows with velocity, βsh = 1

(βsh = 0.01). Inferred values of B and R for low-luminosity gamma-ray bursts

(LL GRBs) and high-luminosity GRBs (HL GRBs) are from Piran (2005) and

Murase et al. (2008b). For tidal disruption events they are based on the

prototypical jetted-TDE Swift J1644+57 (Burrows et al., 2011; Kumar et al.,

2013; Senno et al., 2017), for starburst galaxies and normal galaxies they were

estimated in Thompson et al. (2006). Inferred values of B and R for AGN lobes,

hotspots, and knots, were presented in Kataoka and Stawarz (2005) and

summarized in Ptitsyna and Troitsky (2010). For galaxy clusters, we used the

inferred value range from Ptitsyna and Troitsky (2010). Inferred B and R values

for supernovae were collected from Reynolds et al. (2012), Asvarov (2014),

and Thompson et al. (2009) and for Wolf-Rayet stars from de la Chevrotière

et al. (2014). For neutron stars and magnetars the quoted values of B, and R

correspond to the expected UHECR acceleration sites in Arons (2003),

Murase et al. (2009), and Fang et al. (2012). F. Oikonomou and K. Murase for

this review.

the sources, and may differ from that of Aab et al. (2017d).
Further, the inferred UHECR production rate depends on the
chosen energy range (see e.g., Murase and Fukugita, 2018). Most
estimates converge to EUHEQEUHE ! 5× 1043 erg s−1 yr−1.

Figure 11 shows the energy budget of various source classes
based on infrared, radio, X-ray, and gamma-ray observations,
and compares it to the UHECR production rate estimated in Aab
et al. (2017d). We used characteristic luminosities for each source
type and the luminosity density at z = 0, motivated by the
fact that locally observed UHECRs must originate in nearby
sources located at " 100 Mpc. The solid diagonal line shows the
required energy budget to power observed UHECRs assuming
that the UHECR luminosity of the sources, Lcr, is equal to the
luminosity of the sources in the wavelength studied, Lγ . Sources
to the left of the line do not satisfy the energy budget condition.
The UHECR luminosity of individual sources need not be equal
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Emax ⇠ bshock ⇥Z ⇥B⇥R

(MIAPP review, Front.Astron.Space Sci. 6 (2019) 23)
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Examples of astrophysical source candidates
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Propagation of ultra-high energy particles
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Fig. 1. Measured photoabsorption cross sections (γ,1nx) state, compared to the predictions of
the four models: Lorentzian (dashed line), generalized Lorentzian (solid line), microscopic HF-
BCS+QRPA (dotted line) and microscopic HFB+QRPA (dash-dot line)
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Standard models for extragalactic cosmic rays (2005)
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The Pierre Auger Observatory



Particle detectors
10 m2 area, 1.20 m high,12 tons of 
water, 3 PMTs (9 inch), 40 MHz

Fluorescence telescopes
PMT camera with 440 pixels, 
1.5° FoV per pixel, 10 MHz,
3.4 m segmented mirror 

Fig. 5: Left: A typical surface detector of the Auger Observatory. Right: A fluorescence telescope. See the text
for the description of the components.

6 Flux measurements
Surface arrays, with its near 100% duty cycle, give the larger data sample used to obtain the energy
spectrum. The comparison of the shower energy, measured using fluorescence, with the SD energy
parameter for a subset of hybrid events is used to calibrate the energy scale for the array.

The first step towards the flux measurement with the SD array is the reconstruction of arrival
direction and core position of air showers. Then, a stable parameter from the SD which correlates with
the primary energy is reconstructed. This parameter is the signal at an optimal distances to the shower
core at which the spread in the signal size is minimum [55]. In the following we distinguish between
vertical events (✓ < 60�) and inclined events (62�  ✓ < 80�). For the case of Auger, the optimal
distance is 1000 m for the main array and 450 m for the “infill”, while for TA is 800 m. For vertical
events the signals at the optimal distance obtained from a LDF fit, have to be corrected for their zenith
angle dependence due to air shower attenuation in the atmosphere. This is done in Auger with a Constant
Intensity Cut (CIC) method [56]. The equivalent signal at median zenith angle of 38 � (35 �) is then used
to infer the energy for the 1500 m (750 m) array [57, 58]. Events that have independently triggered the
SD array and FD telescopes are used for the energy calibration of SD data [59]. The correlation between
the different energy estimators and the energy obtained from the FD is shown in Figure 6 (left panel)
superimposed with the calibration functions resulting from maximum-likelihood fits. For the case of
TA, the energy is estimated by using a look-up table in S(800) and zenith angle determined from an
exhaustive Monte Carlo simulation. The uncertainty in energy scale of the Monte Carlo simulation of
an SD is large, and possible biases associated with the modelling of hadronic interactions are difficult to
determine. Therefore, the SD energy scale is corrected to the TA FD using hybrid events. The observed
differences between the FD and SD events are well described by a simple proportionality relationship,
where the SD energy scale is 27% higher than the FD [60].

Water Čerenkov detectors from the Pierre Auger Observatory SD, have larger response to inclined
showers. These EAS are characterized by the dominance of secondary muons at ground, as the elec-
tromagnetic component is largely absorbed in the large atmospheric depth traversed by the shower [61].
The reconstruction is based on the estimation of the relative muon content N19 with respect to a simu-
lated proton shower with energy 10⇥ 1019eV [62]. N19 is used to infer the primary energy for inclined
events, as shown in the left pannel of Figure 6.

The energy spectra obtained from the three SD datasets are shown in the right panel of Figure 6.
To characterize the spectral features, the Auger collaboration describes the data with a power law below
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Fig. 5: Left: A typical surface detector of the Auger Observatory. Right: A fluorescence telescope. See the text
for the description of the components.
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spectrum. The comparison of the shower energy, measured using fluorescence, with the SD energy
parameter for a subset of hybrid events is used to calibrate the energy scale for the array.

The first step towards the flux measurement with the SD array is the reconstruction of arrival
direction and core position of air showers. Then, a stable parameter from the SD which correlates with
the primary energy is reconstructed. This parameter is the signal at an optimal distances to the shower
core at which the spread in the signal size is minimum [55]. In the following we distinguish between
vertical events (✓ < 60�) and inclined events (62�  ✓ < 80�). For the case of Auger, the optimal
distance is 1000 m for the main array and 450 m for the “infill”, while for TA is 800 m. For vertical
events the signals at the optimal distance obtained from a LDF fit, have to be corrected for their zenith
angle dependence due to air shower attenuation in the atmosphere. This is done in Auger with a Constant
Intensity Cut (CIC) method [56]. The equivalent signal at median zenith angle of 38 � (35 �) is then used
to infer the energy for the 1500 m (750 m) array [57, 58]. Events that have independently triggered the
SD array and FD telescopes are used for the energy calibration of SD data [59]. The correlation between
the different energy estimators and the energy obtained from the FD is shown in Figure 6 (left panel)
superimposed with the calibration functions resulting from maximum-likelihood fits. For the case of
TA, the energy is estimated by using a look-up table in S(800) and zenith angle determined from an
exhaustive Monte Carlo simulation. The uncertainty in energy scale of the Monte Carlo simulation of
an SD is large, and possible biases associated with the modelling of hadronic interactions are difficult to
determine. Therefore, the SD energy scale is corrected to the TA FD using hybrid events. The observed
differences between the FD and SD events are well described by a simple proportionality relationship,
where the SD energy scale is 27% higher than the FD [60].

Water Čerenkov detectors from the Pierre Auger Observatory SD, have larger response to inclined
showers. These EAS are characterized by the dominance of secondary muons at ground, as the elec-
tromagnetic component is largely absorbed in the large atmospheric depth traversed by the shower [61].
The reconstruction is based on the estimation of the relative muon content N19 with respect to a simu-
lated proton shower with energy 10⇥ 1019eV [62]. N19 is used to infer the primary energy for inclined
events, as shown in the left pannel of Figure 6.

The energy spectra obtained from the three SD datasets are shown in the right panel of Figure 6.
To characterize the spectral features, the Auger collaboration describes the data with a power law below
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Measurement principles (hybrid observation)
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Proton dominated flux 
Suppression: delta resonance 
Ankle: e+e– pair production

Iron dominated flux 
Suppression: giant dipole resonance 
Ankle: transition to galactic sources

Photo-dissociation  
(giant dipole resonance)

Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

CMB, IR

Photo-pion production
(mainly Δ resonance)

Measurement of nucleus disintegration
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Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest
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CMB

Greisen-Zatsepin-Kuzmin 
(GZK) effect

π

GZK secondaries

- Photons

- Neutrinos
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Neutrino Telescopes – March 22nd 2019 12

Messenger Par�cles

● Protons / Cosmic Rays�: directly 
from the astrophysical sources.

● Photons�: produced by leptonic 
and hadronic processes at the 
source.

● Neutrinos�: produced only by 
Hadronic CR interactions.   

pp⇒π
±1

⇒μ
±1

+νμ

pp⇒π
0
⇒γ γ

Hadronic Interactions :

pp⇒π
±1

⇒μ
±1

+νμ⇒νμ+e
±1

+ν̄e+νμ

Photons and CRs particles are attenuated and/or deviated on their journey towards the earth. 

Neutrinos travel unimpeded accross the universe so they can point directly towards the source. 

Neutral (secondary) particles as messengers
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CMB

Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

e�
e+

p
Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

p
p+
n p

p0

Two source classes 
- Interaction in dense source regions 

with photon field or gas 
- Interaction during propagation with 

photons of CMB and other backgrounds

and similar interactions of nuclei, 
as well as dissociation of nuclei



Waxman-Bahcall upper bound (2000)
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More realistic calculation

of pion production

injection

spectrum
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Measurement of nucleus disintegration
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Target nucleus (at rest) 
needed to create photon
for interaction
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Measurement of nucleus disintegration

5

Ion beam

Target nucleus (at rest) 
needed to create photon
for interaction

Target: proton at rest

Electron beam

p
p+
n p

p0

Radiation fields in extragalactic. propagation

Waxman Bahcall

(Waxman & Bahcall, Phys. Rev. D59 (1999) 023002)
(Bahcall & Waxman, Phys. Rev. D64 (2001) 023002)

Radiation fields 
in source region



Summary of assumption of WB upper bound
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Size of neutrino detector (water, ice) for observing this flux has to be V ~ 1 km3

- Extragalactic cosmic-ray protons extending to the highest energies


- One interaction with photon field per proton in source or source region


- Source production spectrum similar to Fermi acceleration


- Energy production rate (normalization) of 4 x 1044 erg Mpc-1 yr-1
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The IceCube neutrino observatory
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Discovery of high-energy astrophysical neutrinos (2013)

35
Rencontres de Blois 2013ν Astrophys. and Particle Phys.

Results from IceCube: Summary

35

First events found in 
search for high energy 
cascades (GZK neutrinos)

(Cowen, Blois 2013)

ISVHECRI 2014 - Jakob van Santen - Recent results from neutrino telescopes

Evidence for high-energy astrophysical neutrinos 12

‣3 cascades over 
1 PeV in 3 years 
of data 

‣5.7 σ evidence for 
astrophysical 
neutrinos arXiv:1405.5303 (accepted for PRL)

Deposited energy

μ

νμ

✓

μ Veto

✘

‣Selected high-energy 
starting events in IceCube

High energy starting 
events (HESE)

Veto technique

ν Astrophys. and Particle Phys. Rencontres de Blois 2013

A Short Discovery Story

19

1.04±0.16 PeV 1.14±0.17 PeV

•Fortunately, our explorers’ tools were good but not perfect.
• Fitting tracks to spherical “cascade” events yields unpredictable results
• Two downgoing cascades reconstructed as upward tracks, sneaking into 

final sample 
•These two downgoing gentle giants were at the low end of their 

energy sensitivity.  Given names commensurate with their ferocity:

Science publication of 28 events



Neutrino flux found at level of Waxman-Bahcall bound
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ISVHECRI 2014 - Jakob van Santen - Recent results from neutrino telescopes

Evidence for high-energy astrophysical neutrinos 12

‣3 cascades over 
1 PeV in 3 years 
of data 

‣5.7 σ evidence for 
astrophysical 
neutrinos arXiv:1405.5303 (accepted for PRL)

Deposited energy

μ

νμ

✓

μ Veto

✘

‣Selected high-energy 
starting events in IceCube

High energy starting 
events (HESE)

Veto technique

Muon track events 
(muon-neutrino through Earth)

Waxman-Bahcall bound

Auger data show

that WB assumptions

do not apply
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Combined spectrum – systematic uncertainty

PRELIMINARY

Energy spectrum of Auger Observatory (2021)
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The quest for UHECR origins 
Auger, PRL (2020)

Ultra-high energy cosmic rays (UHECR)
Long thought to be of extragalactic origin > 5 EeV (0.8 J!), marking the ankle

Observed spectral features: instep at 10-15 EeV, toe at 40-50 EeV
→ markers of Peters cycle (acceleration) and UHECR horizon (propagation) 
     based on joint spectral-composition modeling

Spectral and composition observables integrated over the sphere  
→ help constrain source distance distribution & source escape spectrum

Anisotropy observables 
→ break down the flux (and composition) vs arrival direction: pinpoint sources?

Credits: Jorge Cham & Daniel Whiteson
2

Phys. Rev. Lett. 125 (2020) 121106 
Phys. Rev. D102 (2020) 062005 
Eur. Phys. J. C81 (2021) 966 

Auger 2021

Band: uncertainty, 
mainly 14% sys. energy scale

Spectrum shape and Instep not 
compatible with source models 
of single mass group (p, …, Fe)



Auger data on mass composition (2023)

Example: event measured by Auger
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Model calculations for mass composition and flux

39

No direct 
composition 
data 

Assumption: source injection spectra universal in rigidity R = E/Z 

(acceleration, scaling with charge Z)

Exceptionally hard injection spectrum

(except for very strong mag. horizon)

Flux suppression due mainly to limit 
of injection energy of sources 
New problem of limited source 
variance (Ehlert et al. PRD 2023)

dN
dE

⇠ E1.5...2

Ep,cut = 1.4 . . .1.6⇥1018 eV

(Auger, JCAP 05 (2023) 024 & JCAP 01 (2024) 022 & JCAP 07 (2024) 094) 
JCAP05(2023)024

Figure 11. Left: the e�ect of the uncertainties from models on the energy spectrum. Right: the
e�ect on the relative abundances at the top of the atmosphere. The bands represent the maximal
variations given by the results in table 3. The shaded grey area indicates the energy region where
energy-by-energy estimates of the mass composition are not available (i.e. above the median of the
highest energy bin used for Xmax data) and mass predictions are mainly based on the shape of the
all-particle spectrum.

less accurate [63]. Besides, as concerns the EBL spectrum and evolution, we tested also the
Domínguez model, which has a higher spectral energy density in the far infrared with respect
to the Gilmore one. Regarding the HIM, we verified that QGSJet II-04 cannot properly
describe our data (D & 1000 in all cases), and is thus excluded from this analysis. Instead
of fixing a single HIM, we allow for the possibility to describe our data with an intermediate
model between Epos-LHC and Sibyll 2.3d by introducing an additional nuisance parameter
‡HIM, limited between 0 and 1. In this way each HIM-dependent Gumbel parameter is
interpolated as alpha as “HIM = ‡HIM “Epos-LHC + (1 ◊ ‡HIM) “Sibyll 2.3d,8 so that ‡HIM = 0
corresponds to “pure” Sibyll 2.3d and ‡HIM = 1 to “pure” Epos-LHC.9

The results thus obtained are summarised in table 3 and their e�ect on the predicted
fluxes at Earth is shown in figure 11.

Regardless of the propagation models configuration, our data appear to be better de-
scribed by pure Epos-LHC or by intermediate models much closer to Epos-LHC than to
Sibyll 2.3d, making the HIM choice the dominant uncertainty among the ones from models
in terms of predictions at Earth. For example, from table 4 it is clear that a significant
worsening of the deviance is obtained when Sibyll 2.3d is assumed as the HIM and the ref-
erence propagation models configuration is used. As concerns the propagation models e�ects,
even if the impact on the deviance and on the predicted fluxes at the Earth is smaller, some
changes in the best fit parameters at the sources are observed, which are in agreement with
what is expected to compensate the di�erences in the propagation to produce similar fluxes
at the Earth. When the photodisintegration cross sections are modelled with PSB instead
of Talys, the absence of secondary alpha-particle production during propagation must be
compensated by a larger amount of helium ejected at the sources. When the EBL spectrum

8
For a given primary mass and energy, the Gumbel distribution parameters µ, ‡, ⁄ are linear functions of

the HIM-dependent parameters ai, bi, ci, so it makes no di�erence whether we interpolate the former or the

latter.
9
This is just an approximation, as the “true” model is not necessarily a linear interpolation between

Epos-LHC and Sibyll 2.3d.

– 19 –

Index depends

on suppression 
function

(Comisso et al. 
 ApJL 977 (2025) 18)



Cross-check of assumption of WB upper bound
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Size of neutrino detector (water, ice) for observing this flux has to be V ~ 1 km3

- Extragalactic cosmic-ray protons extending to the highest energies


- One interaction with photon field per proton in source or source region


- Source production spectrum similar to Fermi acceleration


- Energy production rate (normalization) of 4 x 1044 erg Mpc-1 yr-1
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Transition from galactic to extragalactic cosmic rays
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comparison the results from data. The expected values of the
average quadrupole amplitude, Q, for the same models of the
high-energy source population are displayed in the right panel
of Figure 7, together with the results from data and the 99% CL
upper limits obtained for Q. The dipolar and quadrupolar

anisotropies for both source densities are compatible with the
experimental results within the uncertainties, although for the
smallest source density the quadrupole prediction is in slight
tension, in particular for the highest energy bin. Possible ways
to reduce the quadrupole prediction, besides increasing the
source density considered, would be to invoke strong turbulent
Galactic and/or extragalactic magnetic field deflections to
smooth out the arrival direction maps (D. Allard et al. 2022;
T. Bister & G. R. Farrar 2024).
For energies below the ankle, the results for the low-energy

component of the combined fit of the energy spectrum and
mass composition measured with the Pierre Auger Observatory
can be described by two different scenarios (Pierre Auger
Collaboration 2023a). The first one consists of a Galactic
contribution of nitrogen and an extragalactic contribution of
protons (which could be produced by interactions of nuclei
from the high-energy population in the environment of the
sources). The second one consists of an extragalactic contrib-
ution of mixed composition (proton, helium, and nitrogen). In
both scenarios, there is also a high-energy extragalactic
component with mixed composition, as considered before.
The dipolar anisotropy of the nitrogen Galactic component of

the first scenario is expected to point close to the Galactic center,

Table 5
Results for the Large-scale Analysis in R.A

E N d⊥ αd ( )P r1
a ( )d %UL

^
(EeV) (%) (deg)

SD-750 East–West 1/32–1/16 1,811,897 0.8 0.3
0.5

-
+ 110 ± 31 0.22 1.9

1/16–1/8 1,843,507 0.6 0.2
0.4

-
+ −69 ± 32 0.23 1.5

1/8–1/4 607,690 0.4 0.1
0.7

-
+ −44 ± 68 0.79 1.8

Fourier 0.25–0.5 135,182 0.5 0.2
0.6

-
+ −107 ± 55 0.65 1.7

SD-1500 East–West 0.25–0.5 930,942 0.5 0.2
0.5

-
+ −132 ± 47 0.51 1.7

0.5–1 3,049,342 0.4 0.2
0.3

-
+ −95 ± 35 0.28 1.0

1–2 1,639,139 0.1 0.1
0.4

-
+ −84 ± 88 0.93 1.0

Fourier 2–4 380,491 0.4 0.2
0.3

-
+ −41 ± 38 0.36 1.2

Note. For each energy bin, the number of events N, the equatorial component of the amplitude d⊥, the R.A. of the dipole direction αd, the probability of getting a
larger amplitude from fluctuations of an isotropic distribution ( )P r1

a , and the 99% CL upper limit dUL
^ are presented.

Figure 5. Equatorial dipole (a) amplitude and (b) phase for the energy bins where the data set from the SD-1500 array (purple circles) or that from the SD-750 array
(green circles) is used. The 99% CL upper limits for the energy bins in which the obtained amplitude has a P( r1

a ) > 1% are shown. Results from the IceCube and
KASCADE-Grande Collaborations are also included for comparison (IceCube Collaboration 2012, 2016; KASCADE-Grande Collaboration 2019).

Figure 6.Map in Galactic coordinates showing the predictions for the direction
of the mean dipole (stars) and the 68% CL contour regions (dashed lines)
obtained for 103 realizations of the source distribution for a density of
10−4 Mpc−3 and for each energy bin above 4 EeV. This is compared to what is
obtained in data (solid lines). The gray dots represent the location of the
galaxies in the IR catalog within 120 Mpc.
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Figure 11. 99% CL upper limits on dipole and quadrupole amplitudes as a function of the energy. Some generic anisotropy expectations from stationary Galactic
sources distributed in the disk are also shown for various assumptions on the cosmic-ray composition. The fluctuations of the amplitudes due to the stochastic nature
of the turbulent component of the magnetic field are sampled from different simulation data sets and are shown by the bands (see the text).
(A color version of this figure is available in the online journal.)

Table 3
Summary of the Dipolar Analysis (ℓmax = 1) Reported in Section 5.2,

Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E N r δ α UL
(EeV) (%) (◦) (◦) (%)

1–2 360132 1.0 ± 0.4 −15 ± 32 342 ± 20 1.5
2–4 88042 1.6 ± 0.8 −46 ± 28 35 ± 30 2.8
4–8 19794 2.7 ± 2.0 −69 ± 30 25 ± 74 5.8
>8 8364 7.5 ± 2.5 −37 ± 21 96 ± 18 11.4

simulation of showers. Both the systematic uncertainties asso-
ciated with the different interaction models and primary masses
and the statistical uncertainties related to the procedure used to
extract g1 and g2 constitute a source of systematic uncertainties
on the anisotropy parameters.

To quantify these systematic uncertainties, we repeated the
whole chain of analysis on a large number of modified data
sets. Each modified data set is built by randomly sampling the
coefficients αP , αρ, and βρ (or g1 and g2 when dealing with
geomagnetic effects) according to the corresponding uncertain-
ties and correlations between parameters through the use of a
Gaussian probability distribution function. For each new set of
correction coefficients, new sets of anisotropy parameters are
then obtained. The rms of each resulting distribution for each
anisotropy parameter is the systematic uncertainty that we as-
sign. Results are shown in Figure 10, in terms of the dipole
and quadrupole amplitudes as a function of the energy. Bal-
anced against the statistical uncertainties in the original analysis
(shown by the bands), it is apparent that both sources of system-
atic uncertainties have a negligible impact on each reconstructed
anisotropy amplitude.

7. UPPER LIMITS AND DISCUSSION

From the analyses reported in Section 5, upper limits on
dipole and quadrupole amplitudes can be derived at 99% CL
(see Appendices C and D). All relevant results are summarized
in Tables 3 and 4. The upper limits are also shown in Figure 11
accounting for the systematic uncertainties discussed in the
previous section: in the last two energy bins, the upper limits
are quite insensitive to the systematic uncertainties because all
amplitudes lie well within the background noise.

Below we illustrate the astrophysical interest of these upper
limits by calculating the anisotropy amplitudes expected in a toy
scenario in which sources of EeV cosmic rays are stationary,

Table 4
Summary of the Quadrupolar Analysis (ℓmax = 2) Reported in Section 5.3,
Together with the Derived 99% CL Upper Limits (UL) on the Amplitudes

∆E λ+ β UL (λ+) UL (β)
(EeV) (%) (%) (%) (%)

1–2 2.0 ± 0.7 1.7 ± 0.6 3.0 2.9
2–4 5.0 ± 1.7 4.2 ± 1.3 6.3 6.1
4–8 1.6 ± 2.0 1.9 ± 1.8 10.0 9.4
>8 4.0 ± 3.4 3.9 ± 2.7 14.5 13.8

densely and uniformly distributed in the Galactic disk, and emit
particles in all directions.

Both the strength and the structure of the magnetic field in
the Galaxy, known only approximately, play a crucial role in
the propagation of cosmic rays. The field is thought to contain
a large-scale regular component and a small-scale turbulent
one, both having a local strength of a few microgauss (see,
e.g., Beck 2001). While the turbulent component dominates in
strength by a factor of a few, the regular component imprints
dominant drift motions as soon as the Larmor radius of cosmic
rays is larger than the maximal scale of the turbulences (thought
to be in the range 10–100 pc). We adopt in the following a
recent parameterization of the regular component obtained by
fitting model field geometries to Faraday rotation measures of
extragalactic radio sources and polarized synchrotron emission
(Pshirkov et al. 2011). It consists in two different components:
a disk field and a halo field. The disk field is symmetric with
respect to the Galactic plane and is described by the widely
used logarithmic spiral model with reversal direction of the
field in two different arms (the so-called BSS-model). The
halo field is anti-symmetric with respect to the Galactic plane
and purely toroidal. The detailed parameterization is given in
Pshirkov et al. (2011) (with the set of parameters reported in
Table 3). In addition to the regular component, a turbulent field
is generated according to a Kolmogorov power spectrum and is
pre-computed on a three-dimensional grid periodically repeated
in space. The size of the grid is taken as 100 pc, so as the
maximal scale of turbulences, and the strength of the turbulent
component is taken as three times the strength of the regular one.

To describe the propagation of cosmic rays with energies
E ! 1 EeV in such a magnetic field, the direct integration of
trajectories is the most appropriate tool. Performing the forward
tracking of particles from Galactic sources and recording those
particles which cross the Earth is, however, not feasible within
a reasonable computing time. So, to obtain the anisotropy of
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None of these scenarios realized in nature
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It’s all about the mass composition
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Mass composition results of Auger Observatory
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Energy dependence – Elongation rate theorem
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of the charged yield. ALICE does not correct for this contribution, whereas CMS does. We have removed
this small contribution from all our model predictions by counting only the produced charged hadrons.

IV. DATA VERSUS MODELS

A. Particle pseudorapidity densities

The dNch/dη|η=0 distributions of charged hadrons measured in NSD collisions at the LHC (0.9, 2.36
and 7.0 TeV) by ALICE and CMS (as well as by UA5 at 900 GeV) are shown in Fig. 2 compared to
two pythia 6.4 tunes, pythia 8 and to phojet. In the pythia case, the NSD predictions are obtained
switching off the single-diffractive contributions6, without any hadron-level trigger. Since the effects of the
LHC MB-selections have been corrected for by the experiments themselves using pythia (and phojet as
a cross-check), this is a consistent comparison.
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FIG. 2: Pseudorapidity distributions of charged hadrons, h± ≡ (h+ + h−)/2, measured in NSD p-p events at the
LHC (

√
s = 0.9, 2.36 and 7 TeV) by ALICE [36, 37] and CMS [38, 39] (and by UA5 [42] in p-p̄ at 900 GeV) compared

to three different versions of the pythia and phojet MCs. The dashed band is the systematic uncertainty of the
CMS experiment which is similar to those of the two other measurements.

6 MSUB(92)=MSUB(93)=0 in pythia 6.4, SoftQCD:singleDiffraction=off in pythia 8.
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Cross section measurements at LHCInelastic Proton-Proton Cross-Section
Standard Glauber conversion + propagation of modeling uncertainties
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LHCf: very forward photon production at 7 TeV

(LHCf Collab., Phys. Lett. B 703, 2011)
pp → γ X
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Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are
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(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are
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Combined CMS and TOTEM measurements
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Figure 6: Charged-particle pseudorapidity distributions from an inclusive sample (top left), a
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Importance of LHC data for composition interpretation
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(see also discussion Lipari, Phys.Rev.D 103 (2021) 103009)
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Equatorial coordinates

(26). We applied the directional track recon-
struction method SPLINERECO (26, 27, 28) to all
events in our dataset (26). We incorporated ad-
ditional calibration information in the extrac-
tion of the charges at each DOM and in the
corresponding arrival times of Cherenkov pho-
tons. Compared with previous work (23), this
introduces small changes in the reconstructed
event energies and some reconstructed event
directions (26). To ensure a uniform detector
response, theDOMs of theDeepCore subarray,
intended to study ≲100‐GeV neutrinos, were
excluded (25). Our resulting dataset, which
is optimized for track-like events induced
by muon (anti-)neutrinos

h
nm
!ð Þ
i
, has a total ex-

posure time of 3186 days.
We restricted our searches to the Northern

Hemisphere from declination d = −3° to 81°,
where IceCube is most sensitive to astrophys-
ical sources. IceCube uses Earth as a passive
cosmic muon shield and as a target material
for neutrinos. Hence, by selecting only upward-
going events, we reduced the atmosphericmuon
background, which contributes <0.3% to our
final event sample (25). Declinations higher
than 81° are excluded because low-energy
events from those directions are closely aligned
with the strings of IceCube, complicating our
distinction between the signal and background
(26). The resulting loss of sky coverage is <1%.
A total of ~670,000 neutrino-induced muon

tracks pass the final event selection criteria
(25). However, only a small fraction of these
events originate from neutrinos produced in
astrophysical sources. Most arise from the de-
cay of particles (specifically mesons) that are
produced in the interaction of cosmic rays
with nuclei in Earth’s atmosphere. To discrim-
inate neutrinos that originate from individual
astrophysical sources from the background of
atmospheric anddiffuse astrophysical neutrinos,
we used a maximum-likelihoodmethod and
likelihood ratio hypothesis testing, based on the
estimated energy, direction, and angular uncer-
tainty of each event (26). The median angular
resolution of each neutrino arrival direction,
composed of reconstruction uncertainty and
the kinematic angle between the parent neu-
trino and the muon, is 1.2° at 1 TeV, 0.4° at
100 TeV, and 0.3° at 1 PeV. We assume any
point source emits a neutrino flux Fnmþ!nm de-
scribed by a generalized power-law energy
spectrum, Fnmþ!nm Enð Þ ¼ F0· En=E0ð Þ!g , with
normalization energy E0 = 1 TeV, where En is
the neutrino energy and the spectral index g
and the flux normalization F0 are free parame-
ters (26). This corresponds to two correlated
model parameters that we express as a pair
(mns, g), where mns is the mean number of as-
trophysical neutrino events associated with a
given point in the sky. Using the energy- and
declination-dependent effective area of the de-
tector and assuming a spectral index g, mns can
be directly converted to F0 (26). Hence, the

tuple of mns and g fully determines the flux of
muon neutrinos,Fnmþ!nm , at any given energy.
We performed three different searches (26).

The first search consists of three discrete scans
of the Northern Hemisphere to identify the
location of the most statistically significant
excesses of high-energy neutrino events. These
scans use three different hypotheses for the
spectral index: g as a free parameter, g fixed to
2.0, and g fixed to 2.5. The other two searches
use a list of 110 preselected astronomical ob-
jects, all located in the Northern Hemisphere:
The second search is for the most significant
candidate neutrino source in the list, whereas
the third search consists of a binomial test to
evaluate the significance of observing an ex-
cess of k sources with local P values below or
equal to a chosen threshold, with k being an
index from 1 to 110. The binomial test is re-

peated under the same three spectral index
hypotheses as the sky scan.
All analysismethods, including the selection

of the hypotheses to be tested, were formu-
lated a priori. The performance of eachmethod
was evaluated using simulations and random-
ized experimental data (26). The local P values
are determined as the fraction of background-
only simulations that yield a test statistic greater
than (or equal to) the test statistic obtained
from the experimental data. The global P values
are determined from the smallest local P value
after correcting for testing multiple locations
(the look-elsewhere effect) (26). We use this
global value to assess the evidence that the
data provide against a background-only null
hypothesis (that the data consist purely of at-
mospheric background and isotropic cosmic
neutrinos).
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Table 1. Summary of final P values. For each of the three tests performed, we report the most
significant local and global P values.

Test type
Pretrial P value, Plocal
(local significance)

Posttrial P value, Pglobal
(global significance)

Northern Hemisphere scan 5.0 × 10−8 (5.3s) 2.2 × 10−2 (2.0s)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

List of candidate sources, single test 1.0 × 10−7 (5.2s) 1.1 × 10−5 (4.2s)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

List of candidate sources, binomial test 4.6 × 10−6 (4.4s) 3.4 × 10−4 (3.4s)
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ..... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Fig. 2. High-resolution scan around the most significant location. (A) High-resolution scan around the
most significant location marked by a white cross, with contours showing its 68% (solid) and 95% (dashed)
confidence regions. The red dot shows the position of NGC 1068, and the red circle is its angular size in
the optical wavelength (61). (B) The distribution of the squared angular distance, ŷ2, between NGC 1068 and
the reconstructed event directions. We estimated the background (orange) and the signal (blue) from
Monte Carlo simulations, assuming the best-fitting spectrum at the position of NGC 1068. The superposition
of both components is shown in gray and the data in black. This representation of the result ignores the
energy and angular uncertainty of the events.
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NEUTRINO ASTROPHYSICS

Evidence for neutrino emission from the nearby
active galaxy NGC 1068
IceCube Collaboration*†

A supermassive black hole, obscured by cosmic dust, powers the nearby active galaxy NGC 1068. Neutrinos,
which rarely interact with matter, could provide information on the galaxy’s active core. We searched for
neutrino emission from astrophysical objects using data recorded with the IceCube neutrino detector between
2011 and 2020. The positions of 110 known gamma-ray sources were individually searched for neutrino
detections above atmospheric and cosmic backgrounds. We found that NGC 1068 has an excess of 79þ22

"20
neutrinos at tera–electron volt energies, with a global significance of 4.2s, which we interpret as associated
with the active galaxy. The flux of high-energy neutrinos that we measured from NGC 1068 is more than an
order ofmagnitude higher than the upper limit on emissions of tera–electron volt gamma rays from this source.

O
bservations of high-energy cosmic rays
(protons and atomic nuclei from space),
up to 1019 to 1020 eV (1–3), have demon-
strated that powerful cosmic particle
accelerators must exist, but their nature

and location remain unknown. Interstellarmag-
netic fields change the direction of charged
cosmic particles during their propagation to
Earth, concealing their sources. High-energy
photons and neutrinos are not deflected, so
they could be used to locate the cosmic accel-
erators. Both travel along straight paths and
are produced wherever cosmic rays interact
with ambient matter or light, in or near the
acceleration sites (4, 5). Depending on the en-
vironment in which these interactions occur,
gamma rays could rapidly lose energy through
several processes, including pair-production
in interactions with lower-energy photons.
Above tera–electron volt energies, gamma rays
are strongly absorbed over cosmological dis-
tances through interactions with the extragalac-
tic background light and the cosmic microwave
background (6). Neutrinos are not affected by
intergalactic absorption, so they could poten-
tially be used to probe tera–electron volt cos-
mic accelerators.
Active galaxies, those that host an active ga-

lactic nucleus (AGN) (7), are characterized by a
very bright central region powered by the ac-
cretion of material onto a supermassive black
hole (SMBH). The accretion flow of matter into
the SMBH is usually surrounded by an obscur-
ing, dusty torus, causing the observable char-
acteristics of an AGN to depend on the viewing
angle from Earth. For example, Seyfert II gal-
axies (8) are thought to be viewed edge on, with
the line of sight passing directly through the
obscuring torus (9). In some cases, the AGN
can launch a strong, narrow jet of accelerated
plasma. If such a jet is oriented close to the line

of sight, the AGN is observed as a blazar (10).
AGNs are potential neutrino emitters (11, 12); if
a plasma jet is present, it might dominate the
emission (13, 14).
The IceCube Neutrino Observatory (15) is

based at the Amundsen-Scott South Pole Sta-
tion in Antarctica and has been operating since
2010. The observatory uses 1 km3 of optically
transparent glacial ice as a detection medium
to measure Cherenkov light—ultraviolet and
blue photons emitted by charged secondary
particles traveling at a speed above the phase
velocity of light in the ice. These relativistic
(close to the speed of light) secondary particles
are produced when neutrinos interact with
nuclei in or near the instrument. A total of
5160 digital optical modules (DOMs) are in-
stalled on 86 vertical cables (strings), spaced
125 m apart to form a three-dimensional array
in the ice. Each DOM records the number of
induced photoelectrons (charges) as a func-
tion of time.

Themeasured flux of astrophysical neutrinos
(16) is largely isotropic, equally distributed among
neutrino flavors, and can be described by a sin-
gle power-law energy distribution that extends
from ~10 TeV to peta–electron volt energies
(17, 18). A specific source of high-energy cosmic
neutrinos was reported after the spatial and
temporal coincidence of a high-energy IceCube
neutrino (19) with a gamma-ray flaring blazar,
TXS 0506+056 (20–22). TXS 0506+056 con-
tains a typical accretion disk and a dusty torus,
which emits high-energy radiation and, possi-
bly, cosmic rays (22). Neutrinos detected using
IceCube were correlated with a catalog of 110
known gamma-ray emitters, with a signifi-
cance of 3.3s (23). The individual sources that
made the largest contribution to the total sig-
nificance of that catalog were the active gal-
axy NGC 1068 and the blazars TXS 0506+056,
PKS 1424+240, and GB6 J1542+6129. The signif-
icance of the neutrino excess from the direc-
tion of NGC 1068 was reported as 2.9s, which
is insufficient to claim a detection (23).

Searching for point-like neutrino emission

We analyzed data collected with IceCube be-
tween 13May 2011 and 29May 2020. This period
begins with the installation of the full 86-string
detector configuration. Previous searches for
cosmic neutrino sources (23) included data
collected with the incomplete detector with
fewer strings going back to 2008 and the full
detector up to the spring of 2018.We only used
the full detector data because our methods de-
pendonuniformly processeddata. The IceCube
dataset we used (24) has consistent selection
criteria (25). We reprocessed these data uni-
formly to remove data sample fragmentation,
align different data-taking conditions and cal-
ibrations, and improve event reconstructions

RESEARCH
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*Corresponding authors: analysis@icecube.wisc.edu; F. Halzen
(francis.halzen@icecube.wisc.edu)
†IceCube Collaboration authors and affiliations are listed in the
supplementary materials.

Fig. 1. Sky map of the scan for point sources in the Northern Hemisphere. The color scale indicates the
logarithm of the local P value (Plocal) obtained from our maximum likelihood analysis, evaluated (with the
spectral index as a free parameter) at each location in the sky. The map is shown in equatorial coordinates on
a Hammer-Aitoff projection. The black circles indicate the three most significant objects in the source list
search, which are labeled. The circle around NGC 1068 contains the most significant location in the Northern
Hemisphere, shown in higher resolution in Fig. 2A.
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NGC 1068 (M77)

p0 �! g g

p+ �! µ+ nµ �! e+ ne nµ n̄µ14.4 Mpc ~ 47 million light years

m ~ 7 x 107 Msun

Neutrino flux more than 10 times

the one expected from gamma-rays



Radiatively inefficient accretion flows: 
acceleration of electrons and protons  
in the high field regions associated 
with the accretion disk and the optically 
thick corona (0.1 pc) emitting most of the X-rays 

Core is the target for neutrino production 
and gamma-ray obscured (gamma-rays absorbed)

Cores of active galaxies (AGN) as cosmic accelerators

(Halzen, 2022)
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Constraints following from mass composition

55

No direct 
composition 
data 

Assumption: source injection spectra universal in rigidity R = E/Z 

(acceleration, scaling with charge Z)

Exceptionally hard injection spectrum

(except for very strong mag. horizon)

Flux suppression due mainly to limit 
of injection energy of sources 
New problem of limited source 
variance (Ehlert et al. PRD 2023)

dN
dE

⇠ E1.5...2

Ep,cut = 1.4 . . .1.6⇥1018 eV

(Auger, JCAP 05 (2023) 024 & JCAP 01 (2024) 022 & JCAP 07 (2024) 094) 
JCAP05(2023)024

Figure 11. Left: the e�ect of the uncertainties from models on the energy spectrum. Right: the
e�ect on the relative abundances at the top of the atmosphere. The bands represent the maximal
variations given by the results in table 3. The shaded grey area indicates the energy region where
energy-by-energy estimates of the mass composition are not available (i.e. above the median of the
highest energy bin used for Xmax data) and mass predictions are mainly based on the shape of the
all-particle spectrum.

less accurate [63]. Besides, as concerns the EBL spectrum and evolution, we tested also the
Domínguez model, which has a higher spectral energy density in the far infrared with respect
to the Gilmore one. Regarding the HIM, we verified that QGSJet II-04 cannot properly
describe our data (D & 1000 in all cases), and is thus excluded from this analysis. Instead
of fixing a single HIM, we allow for the possibility to describe our data with an intermediate
model between Epos-LHC and Sibyll 2.3d by introducing an additional nuisance parameter
‡HIM, limited between 0 and 1. In this way each HIM-dependent Gumbel parameter is
interpolated as alpha as “HIM = ‡HIM “Epos-LHC + (1 ◊ ‡HIM) “Sibyll 2.3d,8 so that ‡HIM = 0
corresponds to “pure” Sibyll 2.3d and ‡HIM = 1 to “pure” Epos-LHC.9

The results thus obtained are summarised in table 3 and their e�ect on the predicted
fluxes at Earth is shown in figure 11.

Regardless of the propagation models configuration, our data appear to be better de-
scribed by pure Epos-LHC or by intermediate models much closer to Epos-LHC than to
Sibyll 2.3d, making the HIM choice the dominant uncertainty among the ones from models
in terms of predictions at Earth. For example, from table 4 it is clear that a significant
worsening of the deviance is obtained when Sibyll 2.3d is assumed as the HIM and the ref-
erence propagation models configuration is used. As concerns the propagation models e�ects,
even if the impact on the deviance and on the predicted fluxes at the Earth is smaller, some
changes in the best fit parameters at the sources are observed, which are in agreement with
what is expected to compensate the di�erences in the propagation to produce similar fluxes
at the Earth. When the photodisintegration cross sections are modelled with PSB instead
of Talys, the absence of secondary alpha-particle production during propagation must be
compensated by a larger amount of helium ejected at the sources. When the EBL spectrum

8
For a given primary mass and energy, the Gumbel distribution parameters µ, ‡, ⁄ are linear functions of

the HIM-dependent parameters ai, bi, ci, so it makes no di�erence whether we interpolate the former or the

latter.
9
This is just an approximation, as the “true” model is not necessarily a linear interpolation between

Epos-LHC and Sibyll 2.3d.

– 19 –

Index depends

on suppression 
function

(Comisso et al. 
 ApJL 977 (2025) 18)
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(Unger, Farrar, Anchordoqui, PRD 92, 2015)
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(b) Composition at Earth

FIG. 2: Spectrum and composition at Earth. Dots are data from the Pierre Auger Observatory [10, 32], error bars denote
the statistical uncertainties and the shaded boxes in the red figure illustrate the experimental systematic uncertainties of the
composition. The composition estimates are based on an interpretation of air shower data with Epos-LHC. The lines denote
the predictions of our model.

source parameters
power law index of injected nuclei � fix -1
mass number of injected nuclei A1 free 28
maximum energy Ep

max free 1018.5 eV
cosmic ray power density, E ° 1017.5 eV

.
✏17.5 free 8.2 ˆ1044 erg

Mpc3 yr

evolution ⇠pzptqq fix star formation rate [37]

source environment
energy of maximum of photon field density "0 fix 50 meV
power law index of photon spectrum (" † "0) ↵ fix ` 5

2
power law index of photon spectrum (" • "0) � fix ´2
power law of escape length � fix ´1
ratio of interaction and escape time RFe

19 free 275

propagation to Earth
infra-red photon background – fix Kneiske04 [36]

spectrum of Galactic cosmic rays
power law index at Earth �gal free -4.2
mass number of Galactic nuclei Agal fix 56
flux fraction at 1017.5 eV fgal free 56%

TABLE I: Parameters of the fiducial model.

from Kaskade-Grande [38].

The resulting fit is shown in comparison to data in
Fig. 2. There is a good overall agreement between the
model and the data. The shape of the spectrum is de-
scribed well, including the ankle and the flux suppres-
sion. The model also qualitatively reproduces the in-
crease of the average logarithmic mass with energy and

the decrease of its variance. Normalizing this model to
the observed flux at Earth, we infer a comoving energy
injection rate in CRs at z “ 0 and above 1017.5 eV of
.
✏17.5 “ 8.2 ˆ 1044 erg

Mpc3 yr .

The neutrino signals of our model are shown in Fig. 3.
Details of the calculation are given in Appendix C. The
predicted anti-neutrino flux from neutron �-decay agrees

UFA model

Nuclear disintegration in source 
region (scaling with mass A) 
(Globus et al. 2015, Unger et al. 2015, 
Fang & Murase 2017)

(Murase 2019)

Interplay between 
- Energy-dependent escape from source region 
- Interaction with high photon densities 
- Energy loss and secondary particle production

Fiducial Scenario
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at Earth
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New generation of complex model scenarios
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Interplay between 
confinement in source 
and disintegration of nuclei:

hard energy spectra

(Aloisio et al. 2014, Taylor et al. 2015, 
Globus et al. 2015, Unger et al. 2015, 
Fang & Murase 2017)

13

FIG. 16. Same as Fig. 12 but with HL GRB contribution
added. The maximum acceleration energy is ZE0

p,max =

1018.2ZL�iso,47
1/2 eV and �E = 0.14.

tion assuming the proton composition for the HL GRBs
and the LL GRB duration 100 times longer than the HL
GRB duration. The main results are una↵ected with the
luminosity function used in this work. If the composi-
tion for the HL GRBs is proton-dominated, the model
predicts that the composition changes at the highest en-
ergies, ⇠ 1020.2 eV.

V. CONNECTION TO THE ICECUBE
NEUTRINOS

Murase et al. [40] suggested that LL GRBs can be
the dominant sources of IceCube’s neutrinos (see also
[99, 100]). Interestingly, one of the predictions for a low
Lorentz factor of � = 5 is compatible with the IceCube
data above ⇠ 0.1 PeV [50], and the medium-energy neu-
trinos could be explained by their choked jet contribution
that can be more abundant [50]. The di↵use neutrino
flux from high-energy nuclei can be estimated using the
simple analytic formula [31],

E
2
⌫�⌫ ⇡ c

4⇡H0

3

8
⇠zfsupmin[1, fp�(EA/A)fA�(EA)

+ fmes(EA)(1� fA�(EA))]E
2
A
dNA

dEA
⇢
LL
0

⇠ 2⇥ 10�8 GeV cm�2 s�1 sr�1min[1, fp� ]fsup

⇥
✓
⇠CR/R

1

◆✓
⇠z

3

◆✓
E iso
rad

1050 erg

◆✓
⇢
LL
0

200 Gpc�3 yr�1

◆
,(10)

where the factor ⇠z includes the contribution from high-
redshift sources and fsup taking into account the possi-
ble e↵ect due to meson and muon cooling. High-energy
neutrinos from LL GRBs can be produced by the pho-
tomeson production by nuclei (with the e↵ective optical
depth fmes) and by secondary nucleons (with the e↵ec-
tive optical depth fA�(EA/A)) [15], and we have used a
rough relationship fp� ⇠ fmes considering that the pho-
tomeson production cross section is roughly proportional
to A. We can see that it is possible for the observed LL
GRBs to account for the di↵use neutrino flux observed
by IceCube, ⇠ 3 ⇥ 10�8 GeV cm�2 s�1 sr�1 if fp� ⇠ 1.
Note that fp� ⇠ 1 implies that nuclei are destroyed and
the resulting neutrino flux violates the nucleus-survival
bound [31]. This implies that the di↵use UHECR flux
and neutrino flux can be explained by LL GRBs in the
multizone model, where neutrinos come from inner radii
and UHECRs originate from outer radii [101, 102].

We also predict the flux of cosmogenic neutrinos which
are produced during the propagation of UHECR nuclei in
the intergalactic space due to the interaction with CMB
and EBL photons. The cosmogenic neutrino flux is es-
timated to be E

2
⌫�(E⌫) ⇠ 10�10 GeV cm�2 s�1 sr�1.

Note that this flux of the cosmogenic neutrinos is nearly
one or two orders lower than the prediction of the pro-
ton dominated scenario (e.g., [103–106]), so the detec-
tion would require ultimate neutrino detectors such as
GRAND [107]. On the other hand, the possible con-
tribution from HL GRBs may enhance the cosmogenic
neutrino flux if their composition is dominated by pro-
tons, in which the neutrino signals may be detected by
future neutrino detectors such as ARA [108] and ARI-
ANNA [109].

Tidal disruption events (TDEs) 
of WD or carbon-rich stars

(Farrar, Piran 2009, Pfeffer et al. 2017, 
Zhang et al 2017)

Reverse shock scenario in

low-luminosity long GRBs

(Zhang, Murase et al 2019+)

One-shot acceleration in 
rapidly spinning neutron stars 
(Arons 2003, Olinto, Kotera, Feng, Kirk …)

Relativistic reflection of

existing CR population

(Biermann, Caprioli, Wykes, 2012+, Blandford 2023)

Cen-A bust & deflection on 
Council of Giants, solving isotropy

and source diversity problem

(Taylor et al. 2023)

3

Fe Si, S
C, O, Ne, Mg

Nuclei

Proton

Neutron

RS

FS

CD

Shocked 
ejecta

Shocked 
CBM

Unshocked 
CBM

Engine-driven SNe

Unshocked 
ejecta

FIG. 1. A schematic diagram about the origin of UHECR
nuclei from GRBs. Nuclei in the stellar core can be extracted
by the relativistic outflow and accelerated to ultrahigh en-
ergies in the energy dissipation region via internal shocks or
external reverse-forward shocks. The progenitor massive star
is assumed to have an “onion-skin” structure at the onset
of core collapse with an iron core in the center (red circle)
surrounded by Silicon/Sulfur shell (purple circle) and Oxy-
gen/Carbon shell (green circle).

estimated to be R⇥ ' 5.6 ⇥ 1016E1/4
k,51.5%

�1/4
cbm,1T

1/4
4

cm,
where we adopt the “thick ejecta shell” case considering
� = cT > R⇥/2�2

0
, and T = 104 s is the engine frame

duration of the GRB ejecta [90]. This is justified when
the central engine is active for a su�ciently long time.
Note that if R⇥/2�2

0
> cT , we should consider the “thin

ejecta shell” � = R⇥/2�2

0
, where the thickness of the

ejecta shell are dominated by the velocity spreading.
The Lorentz factor of the shocked ejecta in the en-

gine frame is �⇥ ' 6.3 E1/8
k,51.5%

�1/8
cbm,1T

�3/8
4

, where we

adopt the condition %ej/%cbm ⌧ 4�2

0
for more tenuous

ejecta. The Lorentz factor of the shocked ejecta viewed
from the frame of the unshocked ejecta can be calcu-
lated from the addition of velocities in special relativ-
ity, �0

⇥ ⇡ (1/2)(�⇥/�0 + �0/�⇥) ' 1.1. The mag-
netic field strength of the shocked GRB ejecta can be
estimated assuming a fraction ✏B of the post-shock en-
ergy density is converted into the magnetic energy, B⇥ '
1.6✏1/2B,�1.3E

1/8
k,51.5%

3/8
cbm,1T

�3/8
4

G.

Once we know the Lorentz factor and magnetic field
strength of the shocked ejecta, we can constrain the RS
emission spectra. The typical break frequencies mea-
sured in the engine frame can be calculated using the
formula ⌫i = 3e�2

i B⇥�⇥/4⇡mec with some characteris-
tic Lorentz factor of electrons, �i. Here ⌫i represents ⌫m
(injection frequency), ⌫a (self-absorption frequency), and
⌫c (cooling frequency), respectively. The injection syn-
chrotron frequency in the engine frame is

⌫m ' 1.4⇥ 1013[(�0
⇥ � 1)/0.1]2

⇥ ✏
2

e,�1
f
�2

e,�2
✏
1/2
B,�1.3E

1/4
k,51.5%

1/4
cbm,1T

�3/4
4

Hz, (1)

with ✏e is the equipartition value of the thermal energy
convert to electrons, fe is the number fraction of electrons
that are accelerated. We adopt s = 2.4 as the default
electron spectral index as in Ref. [91], and the chosen
value s = 2.4 is already used in previous works in or-
der to reproduce the external reverse-forward shock emis-
sion [90, 93]. The electron cooling Lorentz factor depends
on the ratio between electron radiation time scale and
dynamical time scale �c = 6⇡mec

2�⇥/�T (Y + 1)R⇥B
2

⇥,
where Y is the Compton Y parameter. The typical cool-
ing frequency in the slow cooling regime is

⌫c ' 4.1⇥ 1013✏�3/2
B,�1.3E

�1/2
k,51.5%

�1

cbm,1T
�1/2
4

Hz, (2)

and the self-absorption frequency is

⌫a ' 3.8⇥ 109✏1/5B,�1.3✏
�1

e,�1
f
8/5
e,�2

E19/40
k,51.5

⇥ %
13/40
cbm,1T

�33/40
4

[(�0
⇥ � 1)/0.1]�1 Hz. (3)

The latter is estimated by setting the self-absorption op-
tical depth ⌧(⌫a) to unity [90, 91].
The synchrotron emission from RS can be described as

broken power law [91] (⌫a < ⌫m < ⌫c)

dn

d"
= n", max

8
>><

>>:

("a/"m)�2/3("/"a) "min < "  "a

("/"m)�2/3
"a < "  "m

("/"m)�(s+1)/2
"m < "  "c

("c/"m)�(s+1)/2("/"c)�(s+2)/2
"c < "  "max

(4)

where n", max = L", max/4⇡R2

⇥c"m is the normalization
of the di↵erential photon number density. The comoving
frame luminosity per unit energy is

L", max =
1

2⇡~
feNe

p
3e3B⇥

mec
2

= 6.9⇥ 1055fe,�2✏
1/2
B,�1.3E

9/8
k,51.5%

3/8
cbm,1T

�3/8
4

s�1
,(5)

where Ne = Ek/�0mpc
2. We show the comoving frame

di↵erential photon number density (blue lines) in Fig. 2,
which are calculated from following di↵erent parameter
sets:

• Jet-A: Ek = 3 ⇥ 1051 erg, T = 104 s, �0 = 10,
%cbm = 10 cm�3, ✏e = 0.1, fe = 0.01, ✏B = 0.01,
and s = 2.4.



Latest addition – binary neutron star mergers
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Binary Neutron Star Mergers
Universal Maximum Rigidity is natural  

MBNS = (2.64 ± 0.14)M⊙ 

Gravitationally-driven dynamo 
 strong magnetic fields  

Energy injection rate:   (obs = 6 x 1044 erg Mpc-3 yr-1) 
BNS rate 𝚪NSmerg = 10-1700 Gpc-3 yr-1  

Energy in jet alone  Ej≈ 1051.5 erg (Kiuchi+23)   

 Effective source density:                ✔  as long as magnetic smearing  𝛃EGMF > 0.04 

Kiuchi+ NatureAstron23

✔ if 𝚪NSmerg ≿ 100 Gpc-3 yr-1

  (expected range 0.1-1) arXiv: 2405.112004 [astro-ph.HE]  

Very highest energy events explained!

r-process nucleosynthesis takes place in BNS mergers 

r-nuclei can be accelerated in outflow 

➜ E = R ZTe-Xe  ≈ 4.5 EV x (52-54) = 240 EeV   

•    Excellent agreement with OMG and Amaterasu! 

•    EOMG ≈ 250±70 EeV*,  EAmaterasu ≈ 212±25 EeV**

Kasen+17

*with modern air fluorescence yield       **higher if a proton

Te-Xe

Z=52-54

Where are the UHECRs accelerated?

 Highly magnetized turbulent flow: 
 B∼r-3/2  or slower using magnetic energy  

     conservation (n.b., CR feedback increases B) . 
 dEaccel /dt ~ E/𝚪accel   ~ 0.016 Z B   (CFM 24) 

 dEsynch /dt ∼ 4/9 (𝛃 𝛕)2 B2  c Z4/A2  

 Simple Mathematica estimate of r such that dEaccel /dt > dEsynch /dt: 

  For initial B=1015.5G at r = 10 km,  Rmax = 3.5 EV (reached at r = 1016 cm) 

Summary:  Source candidates & key constraints

Powerful 
AGN long GRBs TDEs Accretion 

Shocks BNS mergers

nS ≿ 10-3.5  Mpc-3 [✘] [✘] ? ? ✔

UHECR energy 
injection ✔ ✘ ? ? [✔]

Ordinary galaxy ✘ ✘ ✔ [✘] ✔

Universal Rmax ✘ ✘ ✘ ✘ ✔

Highest energy 
events? ✘ ✘ ✘ ✘ ✔

All can satisfy Hillas  size > Larmor radius

(Farrar Phys. Rev. Lett. 134 (2025) 081003)



Surprises in astroparticle physics – Summary
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Assumptions have been wrong very often 
but helped to make progress – new challenges 

- Change of SNR paradigm imminent


- Transition to extragalactic cosmic rays at lower energy


- Waxman-Bahcall bound not applicable, 
simple multi-messenger scenario not realized


- Ultra-high energy cosmic rays and 
IceCube neutrinos come from different sources


- LHC of fundamental importance for data interpretation
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(GSF, Dembinski et al. 2025)



Searching for sources at the highest energies
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News from the Galactic Magnetic Field
(...and the Origin of the Amaterasu Particle)

NGC628 M. Krause 2019; T. Stanev ApJ97; JF12 Farrar&Sandstrom

M. Unger (KIT) in collaboration with G.R. Farrar (NYU)

HEU Seminar, Dec 14th 2023

Backtracking of particles

through Galactic mag. field

Amaterasu event (~1.7x1020 eV)

(Farrar & Sandstorm, JF12) Auger highest energy event (~1.6x1020 eV) (Unger UHECR 2024)

Transient sources?

(Unger & Farrar, ApJ 962 (2024) L5)

New mag. field model UF24 
(Unger & Farrar, ApJ 970 (2024) 95)

Fe

Fe

energy resolution of 29 EeV for this event.
Assuming an energy spectrum of E−4.8 above
100 EeV, as previously measured using the TA
SD (12), the migration effect (whereby lower
energy showers are reconstructed with higher
energies because of the energy resolution) is
evaluated as −3%. We include an additional
systematic uncertainty, owing to the unknown
primary, of −10% in the direction of lower
energies, calculated from simulations (20).
There was no lightning or thunderstorm ac-
tivity recorded in the vicinity of the TA site on
27 May 2021 (25).

Comparison with previous events

Previously reportedextremelyhigh-energy cosmic-
ray events includea320-EeVparticle in 1991 (26),
a 213-EeV particle in 1993 (27), and a 280-EeV
particle in 2001 (28). The 1991 event was mea-
sured using fluorescence detectors, whereas
the 1993 and 2001 events were both detected
using surface detector arrays. All of these events
were recorded by detectors in the Northern
Hemisphere. A search in the Southern Hemi-
sphere has not identified any events with en-
ergy greater than 166 EeV (29), although there
is an energy scale difference between the ex-
periments (30). Although the event that we
have detected was measured with a surface
detector array, the reported energy of 244 EeV
has been normalized to the equivalent energy
that would have been measured with the TA
fluorescence detector and is thus directly com-
parable to the 1991 event. This normalization
was performed because fluorescence detectors

provide a direct, calorimetric measurement of
the shower energy. The unnormalized TA SD
reconstructed energy of 309 ± 37(stat.) EeV
(20) is more appropriate for comparison with
the 1993 and 2001 events.

Possible sources of the cosmic ray

Figure 2 shows the calculated arrival direc-
tion of the 27 May 2021 event on a sky map in
equatorial coordinates. The arrival direction is
not far from the disk of the Milky Way, where
the galactic magnetic field (GMF) is strong
enough to substantially deflect even a parti-
cle with an energy of 244 EeV, especially if the
primary particle is a heavy nucleus with a
large electric charge. The map also shows eight
possible backtracked arrival directions, which
we calculated (20) by assuming two GMFmod-
els (31, 32) and four possible primary particles
(proton, carbonnucleus, silicon nucleus, or iron
nucleus). We used the backtracking method of
a cosmic-ray propagation framework (33) to
determine the arrival direction for the cosmic
ray before it entered the Milky Way.
We compared the arrival directions with a

catalog of gamma-ray sources (34). We found
that the active galaxy PKS 1717+177 is located
within 2.5° of the calculated direction for a pro-
ton primary. PKS 1717+177 is a flaring source
(34); flaring sources have been proposed as
potential cosmic-ray sources (35). However,
its distance of ~600Mpc (corresponding to a
redshift of 0.137) (36) is expected to be too
large for UHECR propagation to Earth because
the average propagation distance at an energy

of 244 EeV is calculated to be ~30 Mpc for
both proton and iron primaries (20).We there-
fore disfavor PKS 17171+177 as the source of
this event.
Figure 2 also shows the relative expected

flux from an inhomogeneous source-density dis-
tribution following the local LSS (37), weighted
by the expected attenuation for a 244-EeV iron
primary and smoothed to reflect the smearing
resulting from turbulentmagnetic fields in the
Milky Way (20). Also shown are nearby gam-
ma ray–emitting active galactic nuclei and star-
burst galaxies, which have been proposed as
possible cosmic-ray sources (38, 39). The ar-
rival direction of this event is consistent with
the location of the Local Void, a cavity between
the Local Group of galaxies and nearby LSS fil-
aments (40). There are only a small number of
known galaxies in the void, none of which are
expected sites of UHECR acceleration. Even
considering the range of possible GMF deflec-
tions and primary mass, we do not identify any
candidate sources for this event. Only in the
JF2012 GMF model and assuming an iron
primary does the source direction approach a
part of the LSS populated by galaxies. This
backtracked direction is close to the starburst
galaxyNGC6946, also known as the Fireworks
Galaxy, at a distance of 7.7 Mpc (41). However,
NGC 6946 is not detected in gamma rays, so it
is unlikely to be a strong source of UHECRs.
If the energy of this event was close to the

lower bound of its uncertainties, then the av-
erage propagation distance is longer than we
assumed in Fig. 2, and the deflection in the

Fig. 2. Arrival direction
of the high-energy event
compared with potential
sources. The arrival direc-
tion of the 27 May 2021
high-energy cosmic-ray
particle (black circle) on a
sky map in equatorial
coordinates. Colored circles
indicate calculated back-
tracked directions
assuming two models of
the Milky Way regular
magnetic field, labeled
JF2012 (31) and PT2011
(32). For each model,
different symbols indicate
the directions calculated
for four possible primary
species: proton (P; red),
carbon (C; purple), silicon
(Si; green), and iron (Fe; blue). The color bar indicates the relative flux expected
from the inhomogeneous source-density distribution in the local LSS, smeared with a
random Milky Way magnetic field. For comparison, nearby gamma ray–emitting
active galactic nuclei are shown with filled diamonds and nearby starburst galaxies
with filled stars, both with sizes that scale by the expected flux (38). The closest object
to the proton backtracked direction in a gamma-ray source catalog (34) is the active

galaxy PKS 1717+177. The dotted large circle centered around (R.A., Dec.) = (146.7°,
43.2°) indicates the previously reported TA hot spot (21). The dashed horizontal line
indicates the limit of the TA field of view (FoV). The dotted circle centered around
(R.A., Dec.) = (279.5°, 18.0°) is the location of the Local Void (40). The galactic plane
(G.P.) and the supergalactic plane (S.G.P.) are shown as solid and dotted curves,
respectively. The Galactic Center (G.C.) is indicated by the cross symbol. deg., degrees.
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KM3NeT – The first ultra-high energy neutrino
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COSMIC 
CATCHER
Deep-sea telescope detects 
neutrino with highest 
energy ever recorded

KM3-20230213A: 1st UHE neutrino

On February 13th 2023, 01:16:47 UTC, 
detection of KM3-20230213A : 
• Brightest among 108 events collected 

in the ARCA21 configuration 
• Very horizontal, light deposition in 1/3 of 

the detector

• Extremely high-quality track reco

It is a COSMIC NEUTRINO ! 
Assuming its direction, atmospheric muons 
could not survive to the detector

• Atm. muon rate: << 10−10 /yr (< 10−5 in worse 
case scenario)

• Muon bundles also unlikely (10−3 /yr)

• Atm. neutrinos with such energies ≤10−5 /yr

Nature 638, 376–382 (2025) 
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• Muon energy estimate with detailed MC 
simulation using the best knowledge of the 
detector performances and detailed muon 
propagation simulation in water 

• Using number of triggered PMTs as proxy 
• Estimation of the neutrino energy:

Using single power-
law, moderate 
tension with non-
observation by 
IceCube and Auger 
(∼ 2.5σ)
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KM3-20230213A: 1st UHE neutrino

Local coordinates: (zenith, azimuth) = (89.4◦, 259.8◦): 
• Celestial coordinates: (RA, dec) = (94.3◦, −7.8◦) 
• R(68%) = 1.5◦, R(90%) = 2.2◦, R(99%) = 3.0◦

• Limited by the absolute positioning of the detection elements (intrinsic 

reconstruction uncertainty of 0.12◦)

• NEWS: Ongoing sea campaign to improve acoustic emitter position 

accuracy → recalibrate the data.
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Galactic plane seen in neutrinos
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Editor’s summary
Observations of high-energy astrophysical neutrinos have shown that they mostly originate from extragalactic sources
such as active galaxies. However, gamma ray observations show bright emission from within the Milky Way galaxy,
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Examples of tuning interaction models to LHC data
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Figure 6: Total, inelastic and elastic p-p cross section calculated with EPOS 1.99 (solid line),
QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1 (dotted line) on left
panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right panel. Points are data
from [5] and the stars are the LHC measurements by the TOTEM experiment [6].
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Figure 7: Pseudorapidity distribution dN/dη of charged particles for events with at least one
charged particle with |η| < 1 for p-p interactions at 900 GeV and 7 TeV. Simulations with
EPOS 1.99 (solid line), QGSJETII-03 (dashed line), QGSJET01 (dash-dotted line) and SIBYLL 2.1
(dotted line) on left panel, and EPOS LHC (solid line) and QGSJETII-04 (dashed line) on right
panel, are compared to data points from ALICE experiment [7].

3 Progress due to LHC measurements
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3.2 Model comparison to LHC data

Old and new models side-by-side:

• Cross section p-p (total, elastic)

• pseudorapidity distribution

• multiplicity distribution

• Antibaryon production rate, discussion of comparison Tevatron vs. LHC
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• Very forward photon production (LHCf, Feynman-x)

3.3 Predicted air shower properties

Old and new models (two stacked plots):

• Xmax vs. shower energy

• Muon number vs. shower energy

• Muon energy spectrum
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• Very forward photon production (LHCf, Feynman-x)

3.3 Predicted air shower properties

Old and new models (two stacked plots):

• Xmax vs. shower energy

• Muon number vs. shower energy

• Muon energy spectrum
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Mass composition and cross section measurement
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- mass composition

- fluctuations in shower development  

(model needed for correction)

Challenges in analysis

Analysis Approach
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⇒ Tail of Xmax−Distribution

Ellsworth et al. PRD 1982
Baltrusaitis et al. PRL 1984

dN/dXmax ∝ exp(−Xmax/Λη)

where η specifies the fraction of most
deeply penetrating events

Ralf Ulrich for the Pierre Auger Collaboration 1

Only deep showers are used

(Auger, PRL 109 (2012) 062002)

(Auger, ICRC 2015)



Elongation rates and model features
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Dhad
10 = ln10 X0(1−Bn−Bλ)

Elongation rate theorem

(Linsley, Watson PRL46, 1981) 

factor ~ 87 g/cm2

Bn =
d lnntot

d lnE

Bλ =− 1
X0

dλint

d lnE

Large if multiplicity of 
high energy particles  
rises very fast, zero in 
case of scaling

Large if cross section rises 
rapidly with energy
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Challenge of limited phase space coverage
Relevance of Collider Experiments

central

forward

Central (|⌘| < 1)

Endcap (1 < |⌘| < 3.5)

Forward (3 < |⌘| < 5), HF

CASTOR+T2 (5 < |⌘| < 6.6)

FSC (6.6 < |⌘| < 8)

ZDC (|⌘| > 8), LHCf

How relevant are specific
detectors at LHC for air
showers?

! Simulate parts of shower
individually.

ralf.ulrich@kit.edu UHECR and their interactions 17

Longitudinal Shower Development

]2Depth [g/cm
0 200 400 600 800 1000

N
um

be
r

510

610

710

Electron Profile

• Air shower models so far only tuned to about 10% !
• Forward detectors are crucial.

ralf.ulrich@kit.edu UHECR and their interactions 22
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(Salek et al., 2014)

(Ulrich, DPG 2014)

More than 50% of shower from η > 8
68

Lateral Particle Density on Ground Level
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• Air shower models so far only tuned to about 10% !
• Forward detectors are crucial.

ralf.ulrich@kit.edu UHECR and their interactions 20

(data from all LHC experiments, CMS shown as example)



Mass composition from longitudinal shower profile

69(Auger, Phys. Rev. D90 (2014), 122005 & 122005, ICRC 2023)

Depth of shower maximum as composition-sensitive observable

E = 1018 eV E = 1019 eV

H

He

CNO

Fe

factor 4 in energy



Auger-TA comparison of Xmax distributions (2022)
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Comparing AugerMix shapes to TA

23

Joint working group: no significant difference found

Alexey Yushkov Auger – TA mass composition WG 12

Comparison of the Xmax moments measured at TA and Auger → TA

→Xmax↑ — agreement withing statistical and systematic uncertainties, in particular for lg(E/eV) > 18.5

σ(Xmax) — larger values in TA for lg(E/eV) = 18.5 ↓ 19.0, possible reasons:

↔ constant aerosol profiles used in TA increase σ(Xmax) by 18.9 g cm↓2 (in quadrature) [ApJ 858 (2018) 76]

↔ a few deep events in data can increase σ(Xmax) significantly (see Xmax distributions in next slides)
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Comparing Sibyll to QGSJet

The AugerMix result using Sibyll 2.3d is very similar to the old AugerMix result with QGSJetII-04

15

(Yushkov, Auger & TA, 
UHECR 2024)



Latest mass composition results of TA
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TA×4 Composition Results:〈Xmax〉

〈Xmax〉values have been 
calculated as a function of 
energy.

These values are compared to 
MC simulations of 
single-element primary 
distributions using the 
QGSIIJet-03 hadronic 
interaction model.

The data are consistent with MC 
protons in both absolute scale 
and elongation rate.

20

68
59

43
40 27 58

17 17

3

Comparisons to other Experiments

22

〈Xmax〉values are consistent 
with other experiments in the 
northern hemisphere, including 
HiRes and TA.

(TA, Gerber, ICRC 2025)

TA data compatible with 100% protons (if QGSjet II.03 is used) 
Data compatible with previous TA data and, hence, Auger results



Importance of field-of-view effects and interaction model

72

(TA, Gerber, ICRC 2025)

TA data compatible with 100% protons (QGSjet II.03) 
Plot with models from 2006, pre-LHC model version
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Auger muon measurement – vertical showers
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J. ALLEN et al. INTERPRETATION OF AUGER OBSERVATORY SURFACE DETECTOR SIGNAL
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the

18

Energy scaling: em. particles and muons

Muon scaling: hadronically produced muons 
and muon interaction/decay products

Use showers of different zenith angles

E ≈ 1019 eV

G.R. Farrar et al., Muon content of hybrid PAO CRs
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013
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Figure 4: The contributions of different components to the
average signal as a function of zenith angle, for stations at 1
km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJET-II-04. The signal size is
measured in units of vertical equivalent muons (VEM), the
calibrated unit of SD signal size [18].

where a is the energy scaling of the muonic signal; it has the
value 0.89 in both the EPOS and QGSJET-II simulations,
independent of composition [19].

Finally, the variance of S(1000) with respect to Sresc must
be estimated for each event. Contributions to the variance
are of two types: the intrinsic shower-to-shower variance in
the ground signal for a given LP, sshwr, and the variance due
to limitations in reconstructing and simulating the shower,
srec and ssim. The total variance for event i and primary
type j, is s2

i, j = s2
rec,i +s2

sim,i, j +s2
shwr,i, j.

sshwr is the variance in the ground signals of showers
with matching LPs. This arises due to shower-to-shower
fluctuations in the shower development which result in
varying amounts of energy being transferred to the EM and
hadronic shower components, even for showers with fixed
Xmax and energy. sshwr is irreducible, as it is independent
from the detector resolution and statistics of the simulated
showers. It is determined by calculating the variance in the
ground signals of the simulated events from their respective
means, for each primary type and HEG; it is typically
⇡ 16% of Sresc for proton initiated showers and 5% for iron
initiated showers.

srec contains i) the uncertainty in the reconstruction of
S(1000), ii) the uncertainty in Sresc due to the uncertainty
in the calorimetric energy measurement, and iii) the uncer-
tainty in Sresc due to the uncertainty in Xmax; srec is typi-
cally 12% of Sresc. ssim contains the uncertainty in Sresc due
to the uncertainty in Sµ and SEM from the S(1000)�wµ fit
and to the limited statistics from having only three simu-
lated events; ssim is typically 10% of Sresc for proton initi-
ated showers and 4% for iron initated showers.

The resultant model of si, j is checked using the 59 events,
of the 411, which are observed with two FD eyes whose
individual reconstructions pass all required selection cuts
for this analysis. The variance in the Sresc of each eye is
compared to the model for the ensemble of events. All
the contributions to si, j are present in this comparison
except for sshwr and the uncertainty in the reconstructed
S(1000). The variance of Sresc in multi-eye events is well
represented by the estimated uncertainties using the model.
In addition, the maximum-likelihood fit is also performed
where sshwr is a free parameter rather than taken from the
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Figure 5: The best-fit values of RE and Rµ for QGSJET-II-
04 and EPOS-LHC, for mixed and pure proton composi-
tions. The ellipses show the one-sigma statistical uncertain-
ties. The grey boxes show the estimated systematic uncer-
tainties as described in the text; these will be refined in a
forthcoming journal paper.

models; no significant difference is found between the value
of sshwr from the models, and that recovered when it is a fit
parameter.

The results of the fit for RE and Rµ are shown in Fig.
5 and Table 1 for each HEG. The ellipses show the one-
sigma statistical uncertainty region in the RE �Rµ plane.
The systematic uncertainties in the event reconstruction
of Xmax, EFD and S(1000) are propagated through the
analysis by shifting the reconstructed central values by their
one-sigma systematic uncertainties; this is shown by the
grey rectangles.1 As a benchmark, the results for a purely
protonic composition are given as well2.

The signal deficit is smallest (the best-fit Rµ is the closest
to unity) in the mixed composition case with EPOS. As
shown in Fig. 6, the primary difference between the ground
signals predicted by the two models is the size of the muonic
signal, which is ⇡15(20)% larger for EPOS-LHC than
QGSJET-II-04, in the pure proton (mixed composition)
cases respectively. EPOS benefits more than QGSJET-II
when using a mixed composition because the mean primary
mass determined from the Xmax data is larger in EPOS than
in QGSJET-II [20].

4 Discussion and Summary

In this work, we have used hybrid showers of the Pierre
Auger Observatory to quantify the disparity between state-
of-the-art hadronic interaction modeling and observed at-
mospheric air showers of UHECRs. The most important ad-
vance with respect to earlier versions of this analysis[21], in
addition to now having a much larger hybrid dataset and im-
proved shower reconstruction, is the extension of the anal-

1. The values of ssim, srec and sshwr and the treatment of system-
atic errors used here will be refined with higher statistics Monte
Carlo simulations and using the updated Auger energy and Xmax
uncertainties, for the journal version of this analysis.

2. Respecting the observed Xmax distribution is essential for evalu-
ating shower modeling discrepancies, since atmospheric attenu-
ation depends on the distance-to-ground. This is automatic in
the present analysis, but the simulated LPs – which are selected
to match hybrid events – is a biased subset of all simulated
events for a pure proton composition since with these HEGs
pure proton does not give the observed Xmax distribution.

(Auger, PRL 117, 2016)
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FIG. 7. Average logarithmic muon content, hlnRµi, as a function of the average shower depth, hXmaxi.

D. Number of muons and its fluctuations

The average number of muons in a proton shower of energy E has been shown in simulations to scale as

N⇤
µ(E) = C E�

where � ' 0.9 (see main text for references).

If we assume all the secondaries from the first interaction produce muons following the same relation as given for

protons above, we obtain the number of muons in the shower as

Nµ(E) =

mX

j=1

C E�
j = N⇤

µ(E)

mX

j=1

x�
j = N⇤

µ(E) ↵1 , (1)

where index j runs over m secondary particles which reinteract hadronically and xj = Ej/E is the fraction of energy

fed to the hadronic shower by each. In this expression the fluctuations in Nµ are induced by ↵1 in the first generation

which fluctuates because the multiplicity m and the energies xj of the secondaries fluctuate.

Consider a “toy“ interaction producing only pions, all with the same energy and only a fraction f of them are

charged and contribute to the hadron cascade. This model has no fluctuations and should by construction give

↵1 = 1, which follows from Eq. (1) if we identify the average number of muons for proton showers with N⇤
µ(E) which

coincides with our definition. This incidentally implies a condition for � = log(m)/ log(m/f) which is the same as

that obtained by Matthews and by Kampert et al. (� ' 0.90 for f = 2/3 and m ⇠ 50). In a more realistic scenario

↵1 fluctuates because the particles do not have the same energy and f (the ratio of charged pions) and m fluctuate.
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The probability of hybrid events hðEÞ (product of the
energy spectrum of cosmic rays and the efficiency of
detection) can be obtained from the data, as explained in
and [10,24,26]. The rhs of Eq. (2) depends on the
parameters a and b via Eq. (1). To obtain the energy
dependence of the fluctuations, we parametrize σ by six
independent values such that σðEÞ ¼ σ̂k · hRμiðEÞ, where
the constants σ̂k are the relative fluctuations in the kth
energy bin with limits ½Ek−1; Ek%, where k runs from one to
six. In Eq. (2), k ¼ 0 corresponds to the contributions from
the interval ½0; Ethr%, where the SD is not fully efficient. The
fluctuations here are assumed to take the value of the first
fitted bin σ̂0 ≡ σ̂1.
The sum over the index i in Eq. (2) (the usual sum over

the log-likelihoods of events) includes only events above
the energy threshold of 4 × 1018 eV. The function CðEÞ is
the normalization factor from the double Gaussian. The
result of the fit for the parameters a and b are shown in
Fig. 1. The fluctuations are shown in Fig. 2. The distri-
bution of the number of muons and the PDF in the
individual energy bins can be found in the Supplemental
Material [17].
The dominant systematic uncertainties of σ come from

the uncertainties in the resolutions sE and sμ. For sμ we
estimate the uncertainty using simulations and data. In
simulations, the uncertainty was estimated by the spread in
a sample of simulated showers, where each shower is
reconstructed multiple times, each time changing only the
impact point at the ground. For data, we reconstruct the
same event multiple times, leaving out the signals from one
of the detector stations. The average relative resolution

hsμ=Rμi and its systematic uncertainty is thus ð10& 3Þ%
at 1019 eV.
We verified the values of sE by studying the difference in

the energy reconstruction of events measured independently
by two or more FD stations. The width of the distribution of
these energy differences is found to be compatible with sE.
We therefore take the statistical 1-σ uncertainties of this
cross check as a conservative upper limit of the systematic
uncertainty of sE [27]. The average relative energy reso-
lution hsE=Ei is about ð8.4& 2.9Þ% at 1019 eV. We have
further confirmed that there are no significant contributions
to the fluctuations from differences between the individual
FD stations, neither related to the longtime performance
evolution of the SD and FD detectors.
Any residual electromagnetic component in the signal

would affect the lower zenith angles more. We therefore
split the event sample at the median zenith angle (66°) and
compare the resulting fluctuations. We find no significant
difference between the more and the less inclined sample.
In another test, we do find a small modulation of hRμi

with the azimuth angle (<1%), which we correct for. This
modulation is related to the approximations used in the
reconstruction, which deal with the azimuthal asymmetry
of the muon densities at the ground due to the Earth’s
magnetic field [3]. Finally, we have run an end-to-end
validation of the whole analysis method described in this
Letter on samples of simulated proton, helium, oxygen, and
iron showers.
Because of the almost linear relation between Rμ and E,

the systematic uncertainty on σ due to the uncertainty of the
absolute energy scale of 14% [25] practically cancels out in
the relative fluctuations. The systematic uncertainty in the
absolute scale of Rμ of 11% [5] drops out for the same
reason. The systematic effects for the bin around 1019 eV
are summarized in Table I. Over all energies, the systematic
uncertainties are below 8%.
Results and discussion.—The best-fit value for the

average relative number of muons at 1019 eV (parameter a)
is hRμið1019eVÞ¼1.86&0.02ðstatÞþ0.36

−0.31ðsystÞ. For the
slope (parameter b) we find dhlnRμi=d lnE ¼ 0.99&
0.02ðstatÞ þ0.03

−0.03ðsystÞ. These values are consistent with
the values previously reported [5,17].

FIG. 2. Measured relative fluctuations in the number of muons
as a function of the energy and the predictions from three
interaction models for proton (red) and iron (blue) showers.
The gray band represents the expectations from the measured
mass composition interpreted with the interaction models.
The statistical uncertainty in the measurement is represented
by the error bars. The total systematic uncertainty is indicated by
the square brackets.

TABLE I. Contributions to the systematic uncertainty in the
relative fluctuations around 1019 eV (1018.97–1019.15 eV). The
central value is σ=hRμi ¼ 0.102& 0.029ðstatÞ & 0.007ðsystÞ.

Source of uncertainty Uncertainty (%)

E absolute scale hEi <0.1
E resolution sE 4.6
Rμ absolute scale hRμi 0.5
Rμ resolution sμ 5.2
Rμ azimuthal modulation hRμiðϕÞ 0.5

Total systematics 7.0

PHYSICAL REVIEW LETTERS 126, 152002 (2021)

152002-6

(Phys. Rev. Lett. 126 (2021) 152002)

24 4. Properties of the FD photomultipliers

(a) (b)

Figure 4.1.: (a) Schema of a PMT. The names of the different components are indicated as well
as the the first stages of the electron multiplication process. Taken from [50]. (b)
Measured quantum efficiency Q as function of the wavelength for two Hamamatsu
models of newer generation of PMTs with a super-bialkali photocathode, i.e. higher
quantum efficiency, as well as of a Photonis XP 3062 PMT. For the latter, Q is about
(29.5 ± 1)% at 375 nm. Taken from [51].

first dynode by an electric field between the photocathode and the first dynode.
By hitting the latter, they kick out further electrons, which again are accelerated
thanks to an electric field between the first and second dynode. This process is
repeated at every dynode resulting in a multiplication process of electrons. At
the end, the electrons hit the anode producing an electric current which can be
amplified, converted and measured.

The gain G is the multiplication factor of a PMT, i.e. how many electrons arrive
at the anode for one photoelectron produced at the photocathode. In other words

G =
nK
nA

=
IK
IA

, (4.1)

where nK is the number of produced photoelectrons at the cathode and nA the
number of electrons reaching the anode. IK and IA are the corresponding cur-
rents at the cathode and anode induced by these electrons. The whole am-
plification process will be explained in the following paragraph similar to the
explanations given in [52].

If the number of photoelectrons that strike the first dynode is nf and the gain
of the first dynode is g1, the number of resulting secondary electrons is nf g1.
If the second dynode has a gain g2, the number of emitted electrons from the
second dynode is then nf g1 g2. The repetition of this process for N dynodes
leads to the final number of electrons at the anode

nA = nf

N

’
i=1

gi. (4.2)

The initial photoelectrons have to be focused on the first dynode. The efficiency
of this process is given by the input system collection efficiency h. Thus, the
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Fig. 12 Mean logarithmic muon density 〈ln ρ35〉 as a function of the
mean depth of shower maximum 〈Xmax〉 for simulations with primary
energies of 1017.5 eV (a) and 1018 eV (b) compared to Auger Observa-
tory measurements with the FD

the relationship between 〈Xmax〉 and 〈ln ρ35〉 can be repre-
sented by a line for each hadronic interaction model, as shown
in Fig. 12 at two different energies, 1017.5 eV and 1018 eV.
The 〈Xmax〉 data are extracted from [32]. It is apparent that
both models fail to reproduce the data. A difference of 38%
in the muon number is observed at 1017.5 eV and 1018 eV
compared to EPOS- LHC predictions, while the difference
is larger compared to the QGSJetII- 04 predictions. In both
cases, data show that the analyzed hadronic interaction mod-
els produce fewer muons than those observed in EAS. All
these results are collected in Tab. 2 together with the cor-
responding statistical and systematic uncertainties. It should
be stressed, nevertheless, that in the above comparison the
true Monte-Carlo energy was used for the simulated data
because the hybrid reconstruction of the energy (as done for
real data) is hampered by the failure in reproducing the num-
ber of muons impinging the SD stations [35].

The results presented in Figs. 10 and 11 are the first ones
for the Pierre Auger Observatory on the muon content of the
air showers obtained in this energy range. They allow us to
extend to lower energies results previously reported at higher
energies, based on the muon number estimation in inclined
air showers [36,37]. This is because at zenith angles exceed-

Table 2 Ratio fµ = exp (〈ln ρ35〉UMD − 〈ln ρ35〉sim) of the muon con-
tent in data and simulations with statistical and systematic uncertainties
at primary energies of 1017.5 eV and 1018 eV for the EPOS- LHC and
QGSJetII- 04 hadronic interaction models

Energy Model fµ

1017.5 eV EPOS- LHC 1.38 ± 0.04(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.50 ± 0.04(stat)± 0.23
0.20(sys)

1018.0 eV EPOS- LHC 1.38 ± 0.12(stat)± 0.21
0.18(sys)

QGSJetII- 04 1.53 ± 0.13(stat)± 0.23
0.20(sys)

ing ≈ 60◦, EASs provide a direct measurement of the muon
number at the ground due to the absorption of the electromag-
netic component in the large atmospheric depth traversed.
The muon number for each shower can then be derived by
scaling a simulated reference profile of the muon density
distribution at the ground to the data. It is worth noting that
the measurements obtained pertain to muons with energies
above 0.16 GeV (Cherenkov threshold in water) that reach
the Observatory site located at an altitude of 1425 m, while
the measurements obtained in this work pertain to muons
with energies ∼ 1 GeV for vertical incidence.

Given the different conditions of measurements that select
muons with different energy distributions, it proves difficult
to compare directly the results presented here and the ones
reported in [36,37]. An indirect manner is required. Follow-
ing [38], we make use of the z-scale factor to perform the
comparisons,

z = 〈ln x〉 − 〈ln x〉p

〈ln x〉Fe − 〈ln x〉p
(18)

where x is the muon-density estimator (that is, ρ35 in this
work and Rµ in [37]). Here, the symbols 〈·〉p and 〈·〉Fe stand
for the expected muon densities for proton and iron showers,
simulated with a given model and accounting for detector
effects. The normalization by the difference between iron
and proton simulations allows the comparison between dif-
ferent types of quantities by reducing the possible systematic
differences.

The results of both analyses are shown in Fig. 13, using
two distinct generator models of hadronic interactions to
predict 〈ln ρ35〉 for proton and iron: EPOS- LHC (a) and
QGSJetII- 04 (b). There is a gap between ≈ 2 × 1018 eV
(UMD-based analysis running out of statistics) and ≈ 4 ×
1018 eV (threshold of the inclined EAS-based analysis), but
overall, both analyses give similar results in terms of z-factor.

Assuming the validity of the superposition model, the
measurement of 〈Xmax〉 by the FD converted into an aver-
age logarithmic mass 〈ln A〉 and finally into z = 〈ln A〉/ln 56

can be used to establish the reference values of the z-factor.
These are shown as the diamond markers in Fig. 13. For

123

(Eur. Phys. J. C80 (2020) 751)

Discrepancy in number of muons 
Relative fluctuations in agreement

(Phys. Rev. Lett. 117 (2016) 192001, 
 Phys. Rev. D91 (2015) 032003)
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Event-by-event reconstruction of Xmax with the
Surface Detector of the Pierre Auger Observatory
using deep learning
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Figure 1: (a) Simulated signal pattern measured by the surface detector. The marker sizes indicate
the amount of measured signal and the colors represent the arrival time of the shower at a given
station (yellow=early, red=late). The arrow denotes the projection of the shower axis on the surface
and its tip the shower core. (b) Simulated signal trace of a cosmic-ray event measured at a surface-
detector station at a distance of about 1000 m to the shower core. Different colors indicate signals
from different shower components.

minimized during network training.
This work is structured as follows. First, we specify the data sets for both the simulation studies

and measured Auger hybrid data, which include information from the FD for validation purposes.
We explain in detail how the simulated data are prepared and augmented for the optimization
of the network parameters and the reconstruction of !max. After that, we describe in detail the
architecture and training of the deep network. Then we show the !max reconstruction performance
of the network on simulated data as a function of energy, zenith angle, mass of the primary particle,
and the effect of using two hadronic interaction models different from the one used in the training.
Finally, we verify the capabilities of the network by direct comparison of the measured maximum
shower depth !max of the network and of the FD. We correct for detector-aging effects resulting
from long-term operation of the observatory. Subsequently, we calibrate the absolute !max value of
the network output, and determine the !max resolution of the network as a function of the primary
energy.

2 Data sets and their preparation

The measured air shower footprint consists of a characteristic pattern of several triggered WCDs
arranged in a hexagonal grid (see Fig. 1a). Using three PMTs each triggered station measures the
time-dependent density of particles encoded in three signal traces. An example of a simulated
signal trace is shown in Fig. 1b.

The basic idea is to provide the network as input the raw data of a measured cosmic-ray
event. The raw information for each triggered station consists of three signal time traces, the station
position and the time of the first shower particles arriving at the station.

– 3 –
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● evaluation using EPOS-LHC

● performance improves with energy

● above 10 to 20 EeV

 bias vanishes

 proton resolution ~30 g/cm²

 iron resolution ~20 g/cm²

● averaged among compositions

 overall bias ~ 0 g/cm²
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Figure 4: Event-by-event correlation of -max as measured by the DNN and the FD using golden hybrids.

reconstruction bias at low energies (compare to Fig. 1a). After fitting a constant to the data, which
yields �30.0 ± 0.6 g/cm2, the predictions of the DNN are calibrated to the FD -max scale.

We show the energy dependence of f(-max,DNN � -max,FD) in Fig. 5b. Statistical uncertainties
are estimated using bootstrapping. To extract the resolution of the DNN, we first parameterize this
dependency by fitting the function f�-max (⇢) = 0 · 4�1 · (log10 ⇢/eV�18.5) + 2 to the data. The obtained
parameters are 0 = 18.0 ± 2.5 g/cm2, 1 = 2.9 ± 1.2, and 2 = 27.7 ± 2.6 g/cm2. The fit is depicted
as the continuous red line in Fig. 5b. To determine the resolution of the DNN, we subtract the FD
resolution [2], which is shown as dashed grey line, in quadrature. The resulting DNN resolution is
shown as a dashed red line. It improves from approximately 40 g/cm2 at 3 EeV to below 25 g/cm2

beyond 20 EeV. This is in good agreement with our expectations from simulation studies (compare
with Fig. 2) and strengthens the finding that the resolution is independent of the interaction model.
This implies that only a calibration to the -max scale of the FD, as performed above, is needed for
using the DNN for event-by-event composition studies.

6. Conclusion

In this contribution, we presented a deep neural network (DNN) to reconstruct the atmospheric
depth of the shower maximum -max using the SD. The network was trained using EPOS-LHC
showers and further evaluated on QGSJetII-04 and Sibyll 2.3 showers. The composition bias of
the reconstruction is similar for all interaction models and amounts to only a few g/cm2 beyond
10 EeV. Additionally, it was found that the overall bias of the -max reconstruction depends on the
hadronic interaction model used, requiring a calibration of the method. In contrast, the resolution
was found to be independent of the interaction model. It amounts for protons (iron) to roughly
40 g/cm2 (25 g/cm2) at 10 EeV, and reaches 30 g/cm2 (15 g/cm2) beyond 100 EeV. By further
investigating the discrimination power of the reconstruction, it was shown that the DNN will enable
mass-composition studies on an event level.

To verify the method’s performance and calibrate the predictions of the DNN to the -max scale
of the FD, hybrid measurements were used. The calibration was found to be energy-independent,
with a size of the -max bias moderately above expectations from simulation studies. The resolution
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Figure 12: (a) Energy-dependent bias of the deep neural network with respect to the reconstruction
of the fluorescence detector. (b) Energy-dependent resolution of the deep neural network with
respect to the reconstruction of the fluorescence detector.

6 Summary

In this work we presented a new approach for reconstructing the maximum shower depth !max using
only the signal traces of the water-Cherenkov detectors (WCDs) placed on ground, which record a
tiny subset of the billions of shower particles. It was shown that the presented method is capable
of exploiting the data measured by the WCDs more comprehensively than ever before by adapting
deep learning techniques, resulting in an unprecedented performance for mass composition studies
using the surface detector.

As reconstruction method we have developed an advanced deep neural network which is
especially suited for the situation of the Pierre Auger Observatory. The signal traces of the WCDs
are analyzed by the network using so-called LSTM cells and their measurements are combined
according to the hexagonal symmetry of the detector grid.

A key issue to correctly adjust the network parameters is the proper preparation of the data
used for the network training. In addition to re-scaling and normalization of the signal amplitudes
and time measurements, we implement real operation-conditions in the simulation data as data
augmentation during the training. This includes missingWCDs due to hardware failures or showers
falling close to the edges of the detector grid, missing signal traces of single photomultipliers and
detector stations with saturated signal traces owing to high-energy events or very close shower cores.
By including such effects, we make the network robust against small differences between simulation
and measured data, enhancing its generalization capacities and providing an accurate reconstruction
of !max for zenith angles up to 60◦ and even for events with saturated station electronics.

Initially we evaluate the performance of the network on simulated data. When evaluating the
network using disjunct data from the same simulation as used for training, we observe an almost
bias free reconstruction of !max. The !max resolution improves with increasing cosmic ray energy
and is composition dependent. For proton-induced showers the resolution is 38 g/cm2 at 10 EeV

– 19 –
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Muon production depends on hadronic energy fraction

p�

p0

p̄

n̄

p̄

L̄
p̄
p

p
p̄

1 Baryon-Antibaryon pair production   (Pierog, Werner 2008) 
• Baryon number conservation 
• Low-energy particles: large angle to shower axis 
• Transverse momentum of baryons higher 
• Enhancement of mainly low-energy muons

Baryon 
sub-shower

Meson 
sub-shower

Decay of 
leading particle 
stops hadronic 
sub-cascade

(Grieder ICRC 1973; Pierog, Werner PRL 101, 2008)

3 Leading particle effect for pions    (Drescher 2007, Ostapchenko 2016) 
• Leading particle for a π could be ρ0 and not π0 
• Decay of ρ0 to 100% into two charged pions

4 New hadronic physics at high energy   (Farrar, Allen 2012, Salamida 2009) 
• Inhibition of π0 decay (Lorentz invariance violation etc.) 
• Chiral symmetry restauration

30% chance to have
π0 as leading particle

76Several of these effects: Core-Corona model (Pierog et al.)

p�

2 Enhanced kaon/strangeness production (Anchordoqui et al. 2022) 
• Similar effects as baryon pairs 
• Decay at higher energy than pions (~600 GeV)

p0 ! gg

r0 ! p+p�



Sensitivity of individual observables

77

Data appear fully compatible with MC simulations if only one observable is considered

Angles and number of stations comparison
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Distance of triggered stations

Signal per station

where i stands for either the trigger or selection criteria and Ngen

denotes the number of generated events.
The Monte Carlo prediction is compared with the measure-

ments in Fig. 10. It can be seen that the shape of the two curves
agree for both proton and iron simulations. However we note a
normalization factor between simulation and data of 0.92 ± 0.02
assuming a mixed composition of 50% proton and 50% iron nuclei.
This could be related to an uncertainty in the on-time, or caused by
the poorer energy resolution of the SD.

7. Exposure

The hybrid exposure is shown in Fig. 11 for both proton (full cir-
cles) and iron (open squares) primaries. It is calculated for the data
period between November 2005 and May 2008, and is that used for
the hybrid energy spectrum measurement published in [7]. The
analysis of the Central Laser Facility shots described in Section 4
has revealed a systematic shift in the on-time calculation. To take
account of this effect the exposure has been reduced by 4%.
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Fig. 8. Examples showing the agreement between simulation and data. Proton and iron primaries are shown separately for the simulated data. For each figure all quality and
fiducial cuts are applied except the one related to the variable shown. The arrow denotes the selection cut on this variable.
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The Monte Carlo prediction is compared with the measure-

ments in Fig. 10. It can be seen that the shape of the two curves
agree for both proton and iron simulations. However we note a
normalization factor between simulation and data of 0.92 ± 0.02
assuming a mixed composition of 50% proton and 50% iron nuclei.
This could be related to an uncertainty in the on-time, or caused by
the poorer energy resolution of the SD.

7. Exposure

The hybrid exposure is shown in Fig. 11 for both proton (full cir-
cles) and iron (open squares) primaries. It is calculated for the data
period between November 2005 and May 2008, and is that used for
the hybrid energy spectrum measurement published in [7]. The
analysis of the Central Laser Facility shots described in Section 4
has revealed a systematic shift in the on-time calculation. To take
account of this effect the exposure has been reduced by 4%.
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Fig. 8. Examples showing the agreement between simulation and data. Proton and iron primaries are shown separately for the simulated data. For each figure all quality and
fiducial cuts are applied except the one related to the variable shown. The arrow denotes the selection cut on this variable.

378 P. Abreu et al. / Astroparticle Physics 34 (2011) 368–381
Core distance to closest station (FD)

Zenith angle (FD, fluorescence data)

(A
ug

er
, A

st
ro

pa
rt

. P
hy

s. 
34

, 2
01

1)
 

Zenith angle


